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Abstract

'1Ihe dual issues of modal decomposition for tonal iound fields and the

temp~oral cohierence of thle modlal ampIitudes are investigated for thle case tif the

central Aretie sound channel at very lowv frequencies (1-5-0 Hz). XIdetailed Atudy of

the Arctic modal structure for these frequencies reve.61 thle central role played by

the strong Arctic surface dueutk'le performaince or each or fatur (liffereitt mdini

beamforming algorithms when applied to the vertical array dleployed dluring tilt

FRAN! IN' Arctic Acoustic Experiment is analyzed. A multiple beam (or decoupled

beam) least squnares processor liroduces the most acceptable remults for Arctic

conditions. nlle modal dccomposition is sensitiv. to vertical array tilt, caused by

hydIrodlynamic drag; a technique for its estimation from (lie acoustic daita is

deCveloped~.

Tonal dlata taken from both the horizontal rind vertical arrays deployed

(luring FRAMI IV is analyzed. Horizontal array results confirmn tile ilod.Il

amp~litudles generated from vertical array dlata. The rough surface scatteringr rroiti

tie ice canopy p~laces an upper limit of .10 lz onl efficient surface ductt p)ropagationl.

Attenuation measurements for the first modle show excellent agreement with

p~redictions made for ice scattering using the method0( of small pert urb~ationus and

exp~erimental ice statistics. The high levels of cohierence observed (0.05) to 0.0) ______

shwthat tonal signal propagation in the Arctic channel is essentially deternministic

for time periods wvell iln excess of one hour. The various modes many t hen be 0
) /' , < )(_- 0

conlsidered to maintain a constant p~hase relautionship over time. /-

By
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Chapter 1

Introduction

It is the spatial structure in z. "4-'v P. 1k! ,orries the great majority or

what might be called the iya, 6,mt the surrounding

environment. Exploitation of t0' .,e m,,'ers to quetions or

object existence, location, ideal Making instrumentation

sensitive to the spatial structure or a w.v 4 4d is ae omplished by providing the

detection systen with a directional response. While it is possible to build deteelors

having inherent directionality, it is often easier to synthesize the desired directional

response through the employment of arrays or simpler detectors. The outputs or

these detectors are then combined, usually in a linear fashion, through a proess

known as beamforming.

The art and science of beaniforming has a rich history of applieatiou. The

human body employs the concept, by incorporating pairs of both eyts and ears. The

fundamental physics or the technique is similar to that, of such diverse areas or

science as diffraction grating theory, lens optics, x-ray crystallography, and radio

antennae dcesigit. The underlying principles of beamforming are applicable

whenever one is dealing with either the directional transmi. ion of energy or the

directional reception of energy propagating in a wave field.

This thesis deals with a fairly new and unique iiethod or applying tle

prineiples of beamforming in the complex vertical structure exhibited by the low

frequenicy acoustic field found in the world's oceans. Since the electrouinguetie

sieet r;;lU eteounters ulacceptablE' levels of attenuation in seawater, the acoustic

spwetrum is the wv:e field of chioi'e for all oceaflie sciences. ii )artic'ular. the very



lowest frequency acoustic waves (those.below a few hundred lertz) are calpable ofr

propagating efficiently over hundreds of kilometers in, water, making them, a prime

candidate for use in long range ocean surveillance and communication applications.

An understanding of the beamforming techniques appropriate for use with this wave

field is a central engineering issue in all but the simplest efforts to use it both

scientifically and practically.

1.1 Motivation

Traditional acoustic beamforming theories typically consider the deteetion (or

generation) of plane waves in an unbounded fhuid medium. The primary properties

of the niedium that ina, act sound transmission (its sound speed and den.-ity) are

typically assumed to be constant throughout the medium. The constant medium

assumption is nade to avoid an overly complicated propagation problem. while the

plane wave assumption is attractive for two reasons. First, it is physically realistie

in the case of a true unbounded uniform medium, since the spherical waive

generated by a point source may be considered to be locally planar at long range..s

from the source. Second, it. produces mathematically tractable results, since. once

the assumption is maf.e, the beamforming problem can be interpreted in terms of

spatial Fourier transforms of the observed sound field. A large body of theory ad

experience involving Fourier techniques can then be borrowed from other

disciplines.

The underwater acoustic research of the last. two decades has increasingly

pointed towards the conclusion that an unbounded uniformi medium is a poor choice

of model for the world's oceans. This is particularly true a t he iow frL'iutlivies of

interest here, where even the del)est oceani depths may corre.,polld to only a ew

hundred acoustic wavelengths. This conilusion| is %%ell understood within the . otid
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propagation community, where more appropriate layered waveguide n ilels h:ve

gained wide acceptance. However, its impact on beamforming theory has been

considerably more limited. This is primarily because the incorporation or a non-

uniform medium in beamforming theory makes the plane wave assull)tion

physically unrealistic; it is the propagating normal mode. that are the fIundauitail

spatial sound structures in a waveguide. Giving up the plane wave assuml)tio in

turn requires that the Fourier transform interpretation and its attendant

mathematical elegance be abandoned. Instead, the traditional techniques have

generally been extended through the assumption of a inediun that. is locally uniform

in the vicinity of the array. The plane wave assumption may then be maint:ined:

the resultant, beaniformer output is interpreted in terms of the spatial Fourier

transform of the sound field present at the array.

This approach has three advantages. First, the procedure is reasonably

robust. Second, it, is well understood, from both the theoretical nnd application

viewpoints. Third, it still works well for horizontal arrays in oceanic waveguides,

since, for this particular geometry, the vertical structure of the normal modes ;N

effectively hidden; for a horizontal array, each mode appears to be 11o more than a

plane wave with a particular grazing angle.

The technique also has a number of serious dr:wbacks. First. it. is not vtry

insightful, since, as mentioned earlier, the modal decomposition is much more

physically relevant in a waveguide than the Fourier decomposition. Second. it is
not a particularly efficient. estimation scheme, for it requires a larg;e number or

paraiiiwt rs (the amplitudes and phases of the incoming plane waves from :ll
possil)le direct ions) to be estimated in order to eharacterize h1. total sound Fiel at

hi- array. lh'pre'svutatiotls that miimize the nu uer or paranmet er. ne.ded to

'ompletel. d ,eribt, tlie rield etrally make Ietter t,.tliinadi,,oi Im, elh iqut,,, h,,,a u,,,,



each parameter's estin'te includes at least a small amount of error. Finally. and

most importantly, the approach obscures the impact that the waveguide model can

have on the issue of target parameter estimation.

Consider the information about a point source that an array can extract from

the sound field in a uniform unbounded medium. The direction to the source, (its

three-dimensional bearing) is easily found by estimating the direction of the signal's

wavenumlber vector, but an estimate of target range can only be made through tIhe

nhe:sureient of the curvature of the spherical wave. At anything other than short

ranges from the source, this implies an impractically long array, so that. range

estimnation is generally notl considered feasible. This limitation otl target range

estimation is closely linked to the unboundeff medium is"ulption; if one adopts a

layered waveguide molel, though, direct estimation of the source range (and depth)

frot the observed sound field is at, least theoretically possible for an array of finite

aperture deployed vertically across the waveguide. Source range information can be

obtained most directly from the relative phases of the various propagating modes,

while the source de)th can be extracted front the relative modal all)litudes. Other.

les,; direct. (and perhaps more robust), target range and depth estimlation techniques

:kre also possil)le.

TIhe great potential valmme or source range and depth estimation serves as the

motivation for studying the nature of the modal amplitudes and phases. One of tie

fundamental --eientific issues that must, be addre.-sed in assessing the practical utility

of range estimation in a waveguide is whether or not the relative nmodal :Uiilitudes

and phs:1es are enporally stable. if hotht tvl)cs f I)araIlleter can be considered to

be const:tt over reasontable engtoIs or tinme. titen there is Nome ealt i ite' t that rn:iluge

,stlim:tion t edtnicu(i.; iimht be feasible: converselv, ir oue or both lo%% si-tiFi tnil

r:utdoin behavior. tltn t he chattce for practic:il stite-s-e is sinall. No te that it i, tItt



stability of relzliLe modil amplitudes and phase(s that, is of interest. here; it is

entirely possible for these parameters to be essentially constant, even if the

equivalent absolute measurements display a great deal of random behavior. All flhnt

is required is that the absolute measurements not be independently random.

The ultimate purpose of this thesis is to study the temporal stability of

relative modal amplitudes and phases in one specific instance: that. of long range

sound1( propagation in the central Arctic Ocean. There are a number of reasons, for

choosing to study the Arctic channel. First, a reasonably extensive data set,

including vertical array data, is available from thie RAMI IN' Arctic Acoustic

Experiment. 'Second, the unique nature of the Arctic simplifies investigation in

somne important respects, although it complicates the effort. lin other.;. Finally, the

Arctic channel possese characteristics that make it a prime. candidaite for

successful application of the range and dlepth estimation techniques of interest.

Intimately related to any such attempt is, of course, the ability to estimiate tile

modlal amplitudes and phases directly, which is equivalent to the development of

beamiformers more appropriate to lte waveguide nature of tiie low frequeticy oceali

acouistic chiannel. III adldition to sup~porting the ultimate olit-tive of lte thlesis.

twse are of obvious interet- in their own right. An ancillary purpose of thiis thesis

is to chairact erize some ot the different. ways in which the modal (lecollposit ion

iht1 be implemented ami1d to Study the performance of these net inds inlte Arctic

S01und l chalnel.
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Hydrophone 1I,

HI

Hydrophone
H13

Hydrophone I

H29

Hyd rophone

Figure 1-1: Signal Replication for Irydrophones in a Horizontal Array
(0 to 80 lit Band)

1.2 Preliminary Concepts

Consider the set of time series displayed in Figure 1-1. These traces are the

signals received on various hydrophones of a horizontal array froni an explosive

source several hundred kilometers away. The important, observation to mke i6

tha the sigunl received on any sensor can be considered to be just a lime shifted

replica of tie signal received on any other sensor. Most linear beamforming

techniques, at some point in their derivation, assurne that the effect (lemoistrated

in Figure 1-1 is true, whether or not it actually holds in practiee.

Becau.e t raditional lwnitnrornin tL'ehiqiues are so depe.tileiii oi th hifted

replica a..slti tinpt . tie i .thods experience (lirriullty wllil tniloyht (l ii ,iluaIiiO .,0



where the th? assumption is not valid, as is the case with the set or time series

shown in Figure 1-2. These traces are the signals received from the same explosive

source as in the previous figure, but now taken from various elements in a vertical

array, so that the elements are distributed above and below each other in the water

column rather than to either side, as was the case in Figure 1-1. Vertical -rray.; are

of natural interest in :t waveguide, since they sample the modal structure of the

sound propagatinn much more fuly than do horizontal arrays. Figure I-4. fr

example. clearly highlights the modal structure of the channel much better illll

Figure 1-1. In particular, the long coda for the signal is the arrival or the rir."

mode. which travels with a .lower group velocity and with more dper sion thin the

other modes. The gradual shortening of the coda with depth demonstrate. quile

dramatically the vsriation of the shape of the first mode with frequency. Since the

propagation path for the signals of Figures 1-1 and 1-2 is the iu e central Arctic

channel examined throughout this thesis, the reader will find the actual shape of the

firt. mode for various frequencies in Figure 4-4.

If it is the modal propagation structure that. is to be studied, as it is here. then

the shifted rel)lica assum )ion is clearly inappropriate. A review of the channel

model assumed by traditional binforming techniques )rovi(les a hetter

understanding or the alternatives. This model may be partially described il the

vernacular of signal p)rocessing as the known signal in noise model. This means

that tile sound energy of interest, called the signal. is considered to be : known.

determilistic w:i'eform, with some unknown but non-randomil p)ar:lnmeters th:it )

not vary over iue. The sound energy not of interest is called tile nois.ac alld i,

:i,~ssiwl~ to be :ll :dditive random )rovess. A tonal .ignal of kunown ope'ratlng

frequenly typivally has two unknmown h e:ralt ters. it, :mpliltde and it, :1holut e

phate: thetw v':ln he ineorporai ted in singlt unknflown 'onwllhx amiut11itd if tli
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complex exponential notation is used. If one first quadrature demodulates the

received signal at the nominal tonal frequency and then performs a low pass

filtering operation, then the resultant output for any single hydrophone may be

written as

,;)=A+ nQt), (1.1)

where p(t) is the complex demodulated form of the received signal, A is the

unknown complex amplitude, and n(t) is the complex noise process that results from

processing the noise process received at the hydrophone through the denmlil:tor

and filter.

This description telk only part of the full story, however, ince it includes no

information about the spatial nature of the field; that is, it. does not indicate how

the signal at one hydrophone is related to the signal at some other hydropholne

located nearby. The shifted replica assumption is used to define this relatio, ship.

The model of equation (1.1) can then to be extended to cover all N sen.Ors in the

array. Grouping all the different demodulated hydrophone outputs into one N X I

complex vector, and their noise processes into another, one may write

R(1) = A + A(). .2)

where the N X I complex steering vector E indicates the phase shirt tlhat each

replica undergoes in propagating to its particular hydrophone

e
\ E (1.3)

Whent~i the sensors in : lie :irrav are (list ribuhued at va rying deptli, in at
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waveguide, as they are in Figure 1-2, the modal nature of the propagation must be

acknowledged, making the simple shifted repica assumption an inadequale

description. Instead, each normal mode of the total field can be considered to be an

independent waveform, so that the the shifted replica assumption must be a')plied

on a mode by mode basis rather than to the full signal. A vector or unknown

complex amplitudes now exist, one for each or the M\I modes included in the model.

Note that the selection of the number or mode. A to consider is e:,entially a

modeling decision that must be made by the user. The mathemtatieal .,ignal

description E now becomes ant N X Al cumplex steering tmatrix of the fori

N) e

ot(: }), e'- ,..i (:.,)e :: " o/.,.), C-.

where the O.h column of the matrix represents the generalized steering veclor ror

the kth mode, which now includes amplitude factors k(:i) th, eflecet the size or the

mode shia)e it, the various sensor depths in addition to the modal phase shift,, i,"

The resulting model is tlen
p(t) =_A + R_(1), I

where A is the Al X I vectur of unknown com)lex in:al amiplitudte. In (ihaloter

2. this modlel is detrived rigorously front both range-independent and rangt-

dePendetnt normal mode descriptions.

h'le model ill)hit(l by equation (1.5) forms tie basis ror all the different diIll

ILt: informing al gorithnts developed in Chalpter 5. In its t,'mlporal aspets. thik

Model is similar to the one used in the planHe w:ive, iiniorinihg developiwnt. Tit,

two diffter only in their spatial aspeets, and it'in only ini tihe iinl itr. :ad iit tlii'
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type, or the unknown signal parameters.

Even though they have been modeled here as non-rindom constants, it is

reasonable to assume that the complex modal amplitudes will actually vary

randomly over time in any real ocean. The size and structure or these fluctuations.

particularly the size and structure of the phase fluctuations ror the difrerent m1odes.

is or fundamental importance to the proper characterization or the icotiwtie

p~ropagation from a signal processing viewpoint. Indeed. the meaisuretiwnt and

analysis of these fluctuations is the ultimate objective or this thesis. The eritival

issue here i6 whether or not the phase variations found for any one mode art'

independeuLt or the phase variations rouind for the other miodes,. it te fittivitiouis

occur inmlependently or one another, then -they destroy the phwie relatiionshlip

L.ween the various modes; in this case the modes are said to be ineco/,reaeI withi

respect to each other. On the other hand, it any fluctuations that twcur dit -A)
imlaneously -icro.-,- all the modes, then the modes rnmin p~has okdWt

respect~ to each other, and may be considered to be coherci .

Examination or the coherence of the differe'nt modes is iniportamnt for a

number of rea.;ons, three or which are mientioned here. First, the issue :irreecis

prop~agaitioni modleling. ir the mnodes are incoherent with respect to each other. then

(lie individual modalI phases cain be ignored, and the total field energy should be

comp~uted by summiing individual modal energies. Conversely. ir tie modes are

cohierent, then both their amplitudes and their relative phasei have to be predicted

accuraitely, since they are .needecl to properly compute the total field. Second~. t he

issue is central to the qs(hitol or the fea:sibility or direet target ralnge e'stimationi,

which. as (hi si.'d earlier. requires aI strongly coheLrent mnode fie~ld ini ordk-r to

produtce aeutrate resuilts. Finmally. fromn a signaal p~rocessing point or vitew. a iiwasure

or i lit mtIIJ (Ihlereiwe is :I crit ical element in --my compJlei e dew.ript lon or the uumti -



path environment of the channel. An incoherent mode field indicates that the

various transmission paths are independent and phase random; the often usl

WSSUS assumption (wide sense stationary, uncorrelated scatterers) implicitly

assumes this charawterization. On the other hand, a consideration of the linear

relationship between rays and modes leads to the conclusion that the multiple )athls

eannot be considered independent if the mode field remains coherent.

A good measure or mode coherence can be made from the MX ..% modal

eross-coherence matrix, which exists in two versions. The unnormalized form of lk

matrix can be defined as

where the + symbol stands for the conjugate transpose operation. The nt:tlitill

E . .nominally represents the average over an ensemble or difreiet,' trials:

however, time averages rather than ensemble averaies are almost. always used when

implementing the process. Each element of the matrix can then be written as

m k [. A = E Itil I-"kl' ,- A%.', (.7)

Ai = I.,I (l. 

is the maguiiludt-phase representation of the complex mo(al am)litu(le. The

elements of the normalized modal cross-coherence matrix are sealed versions of the

unnorm:lized ,n.trix elements, iamely,

- l.4Il, E ( ,.k)

The ,orm:ilized in:trix haus t vo iseful properties: its di:agonal elemnts :re :all unity:

:1,1d lie ingiii(lLe of any uuou-di:ugonaul elelnt is ott larger than 1.0.
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To understand how the crok-.coherence matrix reflects the phase randomnt,,

of the various modes, consider a situation where the magnitudes of the numlal

amplitudes are constant and only the modal phases are alkwed to be ralidom.

Then the elements of the normalized modal cross-coherence matrix #:t,:me the roini

- [e A -.

If the two random phases are now completely independent or each other. then itheir

difference is also completely random, so that the expee,ation lkes on a valite of

ztro. On the other hand, if tie two modes are phase locked. then ithe phase

difference takes on a constant, value, even though the individual phases themselmw

may be totally random; thie resulting magnitude of the matrix terit is one. The

magnitude of any term ot the normalized modal ero-ss,-coherence matrix. therefore.

provides a quhntitative measure of the coherence of the two modes comprising the

0 term.

Two i. :ues remain; that, of estimating the modal aml)litludes and their cros-

coherence based on the model of equation (1.5), which is exactly the modal

beaniformning prol)lem: and that or the applying a model t hat assunies a non-randoi

signal to nmode coherence estimation, which is a measure or tie signal's randomitne,.

These subljects :re taken up in Chapter 5.

1.3 Objectives

The ultimate purl)ose of this thesis is to measure tie coherence between

different n,rinal imodes emanating from a single ton:al ouurce and then )rol)agating

thronugh ie central Arctic :wotuUstic soumid chainiel to raInes or s(,\eral hundred

kilon mt-trs. -;ucl an inve.tigation imlitvs :a great dh:i nore than thai whicht is

exjllirilly slated. To Ihegin w iiih. if on w his i It. , o ne INurt, It- i ip rli , , (r i fit.
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normal modes, then one must. first understand the modal .structure or t -. toud

channel of interest; this, in turn, requires thorough investigation or some or the

oceanogra)hic properties of the local environment, including item. -tuth as the

channel sound speed profile and surface and bottom descriptions. Obviously. there

is a need to understand in detail the nature of the avoilable data and the equipment

and techniques used to obtain it. The received signal energy must be separated into

the component modes while at the same time rejec,.ing as much background oi..e as

possible. This effort turns out to be non-trivial, and much of this thesis is spent.

understanding the methods available, their performance in various .ituations, and

their sensitivity to the realities of field research.

If one has managed to accomplish all or the above, then there is a reaonable

chance of making some valid measurements of the coherence of the various modes.

At. the same time, greater insight is (hopefully) gained into the nature of sound

transmis.ion in the channel under consideration, and thus it, is valtable to consider

the acoustic propagation implicat ions of the results.

This thesis thus has five general objectives:

1. To describe and understand the modal structure of he central Arctic
sound ehaniel encountered (luring the FRA.M IV Ex.eriment, iieludiog
the effect of different environmental aspects on this structure and its
imjplieations for the source and receiver geonmetries involved:

2. To develop the beamforming methods needed ito make direct inodal
amplitude estimates for narrowband tonal signals. p:artieularly wheti
vertical arrays are employed, and to answer some or the perforlace
(uesLtions regar(lig these techniques;

3. To aissess the operational utility of vertical arrays. and to understand IIt
impact of S ome of tihe )ractical realities enicouintered in their u.e.
partievlarly with rt'sl)et to the modal de'mposition Irw'..,.:

o. T'aInswer the question of whether or not ilth a nllii.le, of th w variouin
Mod0(s'S :) sile ha rnioni poit oti re'e rem:l in



coherent after propagation to long ranges in the Areti sound channel:
and

5. To assess the implications of the modal amplitude and coherence
estimates made in light. of the current understanding of central Arctic
sound ch.nnel propagation.

1.4 Contributions

This thesis provides a number or significant contributions to the field. of

underwater acoustis and signal processing. These contributions may be ela silied

into three areas.

First, there are several contributions made to the discipline of signal

processing and, in particular, to beamforming theory. Tile modal beanforming

algorithms developed in Chapter 5 are not really new. Ilinieh [.12). 1,131. 0Clay (17].

and Bucker 10J, among others, have all covered similar ground. In any eas. the

results are straightforward analogs or earlier plane wave proces.sing re.uhs examined

by such a large number of other investigators, such as Sehweppe [7.1]. Capon [101.

and Baggeroer 121. Rather, it is the performance evaluation or these estinm:nts

which is unique in this work. especially because it is made for a real array and a set

of modes developed from a real channel. The assesment of mode r . lution

provides .ole valuable inisight into which moldes call be dist inluished auid whiech

canntot. The study of the numerical stability limits to the number or mion s ihit

can l)e sill-..lt neously included in a multiple beam beamformer contributes il a

similar way. The performance relationships of multiple beani and single bi am

alrimlims, especially for tile .IIAI appro:ach. is a sul)jeet not adlequaltly addreed

previously. Finally, the exaniination or the difficultie. of or e mum algorithm in tile

race or v.Ieoervitt modal sigiimuk provides a difrrent l)-rspet tive on amother imporlait

sig mi l pr''ce,.hilg isue that is all too Ofte, i.icorretly ignlored.
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The second area of contribution deals with the practical issuei involved in the

use or vertical irrays. Most important here is the finding that modal decomp~it ion

is extremely sensitive to array tilt. This result has tremendous operstionAl

significance, because it indicates that the shapes of vertical arrays must be known

far better than they are presently, if the devices are to be exploited to anything

near their theoretical potential.

The area in which this thesis mikes the largest. number or significant

con tributIions, however, is to the discipline of underwater acoustics, particularly to

the understainding of how low freqjueney ,-ound propigates to long ranges in the

central Arctie Ocean. This thesis represents the first. ltme that modal implitudle

and p~hase measurements have been made for low freqluency tonal Aignals us~ing

actual field data from a vertical array and dlirect modal dlecomposition techniques.

Previous efforts involving modal amplitude estimation'for tonal sources, such as the

shallow water exp~eriment conducted by Ferris 1.33 and the laboratory investigation

of 1lobaek, Tindlle, -and Muir [4ihave ill allowed the channel itself to accomol~ish

the moda:l separation by utilizing pulse-d sinusoids which then separate tempoxrally

into the valrious modal arrivals becaiuse of dlifferenit modal group velocities. The

present effort. obviously lias much wider scientific and practical application.

Beyond thie intrinsic vailue of modal beaniforming ats a tool fur fuirt her

scientific investigation, aidditional contributions are madle in understanding thie

process of low !requencv transmission in the central Arctic. lIn particular, both the

modal amplitude and coherence estimaites made here are the first of tiheir kind to be

attemptedl, and1( providle somew very new and1( very (lirrerenIt itisig..lits into Arctic Oveaiii

propalgaltion. The p~icture of :tn essenitiailly determinist ic souti ri'd t hat energres

frotin t he coliereIIce niensurenients and1( the stabhility ob~servaItionls not ounly Verinties

Nuk ha levsky's ea rlier findin-gs 1.571, bunt alIso expan tds on thlemu consideraibly. sinct t he
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various propagation paths have now b,.en at least partially separated. The

classification of two significantly different propagation regimes, one below 40 IIt

and the other above, has practical implications beyond its usefulne,. in cataloging

Arctic propagation; these are discussed in the conclusions of Chapter 8. The ice

scattering effects displayed in the results provide new insight into a ve ,,; ,.nportant

problem that has not been satisfactorily solved, or the most intert here are the

indications that, sound energy scattered by the ice remains coherent with the

speculttr field, and miy play a significant role in the overall sound transni,-.ion

picture. Finally, the in depth study of the modal structure of the central Arlie

conluctl in Chapter .1 provide, new perspective on the role that the .trotig Aretic

surrace duct plays in channel propagat ion.

1.6 Thesis Organization

The remainder of this thesi consists of seven chapters and two appendices. In

generail, each chapter covers one major aspect or the overall analysis.

Chapter 2 lays the theoretical groundwork for modlI beamforming techniques

by providing a mathematical description of the sound field generated at a distaut

array by a point, source that is located in a waveguide. This description. which is

based ou acoustic normal mode propagation theory, is then couched in a form tu

which optimal es-timalion theory can easily be applied.

Chapter 3 provides a full description or the FRAN! IV Ar.tic Acoti-ti.

Experiment from which the (ldt:l set. of interest is drawn. lost or the important

te.huideal tlat :il of the experimnnt (nwigation data, hIardw:re d(eseriltio.s. vie.) are,

:lso )rovi(d bd. A preliminiary a:ilysis of some of the ipr:a.til iss it s iivolvev ii

dvai. g with suspended array ,;y.s;temj'S i_,- ithe.iuledl. I riTb is (donlto I w ih u t. l Itli,

ist rt'lmtive importau11ce to the modal lbeamlfort~iuig p~roblem whetii usig lbuth



horizontal and vertical arrays. The prcprocessing eheme used to compress the data

set to a usable size is discussed. Finally, some or the resultant time series are

analyzed to provide preliminary insight into the modal energy distributi.trs and

coherence values that might be expected.

Chapter 4 presents a detailed analysis of the significant environmental aspeets

of the central Arctic sound channel. An in depth study of the modal structure

encountered during the FRAM IV Experiment is made for the source-receiver

geometries or interest. This study is a necessary preliminary to any moxal

beamfrurming effort, since it defines the specific spatial structures or interest

throughout the rest. or the thesis.

In Chapter i, several different modal beamrforming algorithms are develo)ed

theoretically frtom optimal estimation theory. Their.theoretical performance is thell

analized, leading to the selection of a multiple beam least squares technique as the

most suitable method for processing the data from the vertical array.

Chapter 6 studies the most important practical issue that ariste- when

attempting modal beamforming with vertical arrays; that of array tilt. The modal

decomposition process is shown to be extremely sensitive to the effetive tilt angkle.

Since no direct tilt measurements were made during the FRAM IV experiment, a

relatively simple iethod for its estimation from the acoustic data is developed.

Chapter 7 presents the outputs of the modal beanifforming I)roet'es)r wli

applied to the actunal data set. Ilorizontal and vertical array niea.urelmilnt. :ire

contrasted, and both are coml)ared against theoretical predic'tions. Soime

corrol)orating shot data is also presented. The nlodal aliliteh a.d moe((h

(oherence res.ults are analyzed to understand their imilic.ation.s ror e ntral .\r(.ti(.

S.01ll(] )rop)lagat ion.0
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Chpter 8 provides a summary of the results and a generail discussion of the

final conclusions of the thesis.

Each or the two appendices dea;s with a particular mathematical aspet of

modal beamfortning theory needed to make the analysis rigorous.
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Chapter 2

A Modal Source Description

The purpose of this chapter is to rigorously develop, in a form that is

tractable within the context, of signal processing theory, a mathematical model to

describe the sound pressure field that a harmonic point source imbedded in a

waveguide generates at a distant receiving array. The final result of this

development, has already been presented (in a somewhat. simplified form) in

equations (1.4) and (1.5). The present chapter is designed to provide a m)re

detailed presentation of the implied assumptions and the line of reasoning that l, ads

to this result. The development consists of two parts. First, normal mode

pr-pagation theory ki reviewed for both the range independent and rnnge dependent

chaanels. Normal mode theory is the natural starting point for this thesis. iee it is

:nodal characteristics that are of interest here. Besides providing a *lid link from

the various forms of normal mode theory to the present effort., fhe rivi,,w aloa'

provides an opportunity to introduce the nomenclature and notation that is uised

through,)ut the rest of the werk.

The remainder of this chapter is concerned with the conversion or the various

modal propagation theories to forms that describe the sound pressure field in the

immediate vicinity of a distant. receiving array. This conversion is import:ilt. :1, it

represents the boundary between theories ili the underwater acoustics doinain and

those of the signal processing domain. The results then become the baiis for all

furher work in this thesis. The assumptions and aip)roxill:ltionis needed to

coniplt t lie conversion are carerully Presented, and the change in notat ion to dit

mautrix frins typically used iii signal proeesiing is described.
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In its simplest form, that of a hard or non-propagating botto.im, --ag,

i:idependent, normal mode theory is a -imple application of the stin trd . j;

Or1 v'-'ables approach to tie solution or the wave equation. Pekeris, in his .fi,,,k

pa:per [0.1 , first showed how the concept could be extended to the cae or nitto

rah.',c o(*- bottom, that of an infinite fluid hair space with a given sound sj td

an,! d,.isity. Tol:. of course, any number of standard references includ.

(liseu.gians on the so:ijv.t [70, 118). Range dependent normal mode theory is

somewhat, more recent and not. as well docunented. Originally )roposed by lHierve

1051 and Milder 1581, it ii an area of active Lterest that has been used to invtwigate

the efret or range variations in the surface, in lhe water colulni. alld ill the

botlom. Examples of recent work include Rutherford 17'1, Dozier and ra)pert 1271.

[V], and Beilis and Tappert 151.

2.1 Normal Mode Propagation In a Range Independent Channel

Consider the channel illustrated in Figure 2-1. An idealized oceanic

waveguide is assuned to be horizontally stratified and syinietric with rtepevt to

tile angle dimension of a cylindrieal coordinate system, making only the range and

del)th dimensions of interest. The waveguide is of depth II with I boundaries

consisting or a pressure release surface at. - = 0 and a botton at - II. ' h

bottom inay be either hard (non-propagating) or soft (propagating). but the roriner

is assuimed for ease of (levelo)ment. A discussion of the )ro)agating tolloin

development, is presented in tile sequel. An arbitrary soun(I spee( variation that is a

function of (lepith, but not of time or range, is assunie(l. For siil)lit'ity. a lensit y

which is eonst..i, over (iepth is assumed; tie approach (:ni be easily extii(lh(I i

intiu(le (nsities that vary with (hl)th.

Let a harmoini, Point source (or fre(qluenc.y f, be located :11 (r..) -(.:). 'rhe
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Figure 2-1: An 1(IQ3Iized R~ange-Indlependent Oeeanic Wavegnidle

waveQ e(jIttioi) for the soufl(l lressure mnay be written as

1l0 (O.!p\ 0,1P I j~ .)~ r)
r r- + 2 r

rrkOrJ 0.2 CO(:) 012 .l

whiere

P = p(r,4, 1(2.2)

atid whiere S is thie sonn(l pressire lev'el in pila at aI (list :Iiea or I iiet er rrotin t he

sotirce inI in infinite tinitorin i ediium (te uinits or S are jil'a -in). Now' t(*or 2

a rises rroin ie I. (lifferellt norinia ions of bus i e inipil) st' fti netion in t he e-vlIiui rie-:i
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and spherical coordinate systems. The appropriate boundary conditions are

a,,ot -=o, (2 .4)

I r,.,t

and a radiation condiion at infinite range.

Taking the temporal Fourier transform of equation (2,1) and evaluating it at

the frequency or interest yields the ilelmholtz equation

where

p - p(r,:,f0 )= F-p(r,:. ,.

Range independent normal mode theory for the hard bottom ease then arises as a

natural separation of variables solution to equation (2.5). The depth funetions OI(:)

which provide the various mode shapes are the eigenfunctions or the one-

dimensional Ilelmholt z equation

d +T [ ) -01 0j=2, 12.7)

with appropriate boundary conditions derived from equations (2.3) and (2.4). The
horizontal wavenumbers ki of the various modes are related to the associated

eigenvalues. Because of the nature of the boundary conditions. it is easy to cast this

problem into a Sturm-Liouville form [.11], so that the mode sh:pes form ai eoml)lete

orthonorm:l (CON) set. This CON set, has three im)ort ant )rolwrlies. 'T'o begin

with. the functions within the set are orthogonal, so th:t

Jd:= for i 3 k.0
) 110
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The density p0 is included here in analog to the results obtained when the densily

is allowed to vary with depth; for that condition, the reciprocal of the den~ily

function acts as the weighting function in the orthogonality relation for the nmole

shapes of pressure. Note that this differs from the results obtained for the noe

shapes of acoustic velocity potential, where the density term appvars in the

numerator of the orthogonality relation rather than the denominator.

In addition to 'eing orlhogon*l, the functions art -lko normalixed, so ti1t

[ d: -- 1(.0

Finally, and most importantly, the completenes or closure property guaranlem.

that any arbitrary function of : can be completely represented by an appropriately

weighted sum iperhaps infinite) of the various 0,44

Decomposing equation (2.5) on the mode set and using the delta function

expansion

00 OP P (2. 10)

leads to the range equation for each mode

Id (-d7) +k~~f-.2 -;- (2.11)
Idr kd +R i 2:

This is a Bvssel equation of order zero, having the two types of ll:inkel functiouns as

its solution. Such a result is expected, since the range dependence represents the

cylildrical s)rea(linlg of e:lch mo(e. nie radi:tooln condition require" that the

II:nkel un(c tin of the secotl kind be selected for strictly out waird pro:lnigatiou.

Not e thai if tlie teim)oral exponentiil in equalion (,2.1) were elh,,.t11u it Ilth0
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opposite sign, the proper choice to meet the radiation condition would be the

Ilankel function of the first kind. At distances of more than a few wavelengths

from the source, the Illankel function may be replaced by its asymptotic equivalent

1- - ,24 (r.1x)

yielding

p~.:t)- 6I,(r) tip) e Alxiot - kr) (1-13)

where

bOP-')o v "(1

Each term of the result has been conveniently arranged in three parts. b,4r)

plays the role of a range dependent modal amplitude, while eht,) provides the

normalized depth dependence that represents the shape of the node and the

complex exponential provides the traveling wave phase advance. While tha Iurloe

or this development has tra-ditionally been to compute a sound pr.,iare level as a

function or depth, the point, of interest in this thesis is rather the internal form of

each term .nd. particularly. tie result for tie modal amplitu(le given in eqliation

(2.1.1).

The resulting solution thus provides the following descrilption of the

propng:ation (shown in Figure 2-2):

1. The source exciles e:alh mode to a level proportional to lte size or tht
Mode sh:el)e at lite ,-ouree depth; anid

2. :eh Il -de then I)rop:igates independently out ward frot lhe souree as a
nonl1-homogieou s cvlic(lrica:l w:ve (since tlie wave :mlplitide varies with
depth) having its own unique wavenumber and depth delendence.
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cylindrical
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Figure 2-2: Range-Independent. Modil Propagation

Although the expression in equation (2.13) nominally extends overn infinite

inodt set, only 5 finite numbler of niodes actually p)ropagate. Beyond a certhin

miode numnber, the associated modal horizontal wavenunibers turn imaiginairy.

yielding a dlecaying exponential in range rather than * propagating wave solution.

Sueh miodle are known as being in cutoff. At long ranges fromn the sourve, 'Ile

cont rib~utions to the sounid presure fiel(l fromn these Ilowes inl eitorr weoie

negIfligible. effectively limitfing Ilit Sumt to a~ finite (ailthioughi I)os.il)ly Ibrgre) nuialwvr

(if miodes. Tlhe' ntuiibr of iodes t hat nleedI to beQ iilill(IM inl thlL S1111 tili% I)(.

furt her rethuetl' bv (ot her effects oil :11 int(hivi(lulll casI~t ):1is. '1%% ti e\:nwipe% .ri
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selective modaw excitation due to the deployment depth of the source and physical

attenuation processes which favor some modes over others.

Having completed the development for the condition of a hard bottot. the

more physically realistic case of a propagating bottom must now be addrrssl. A

full development. for a propagating bottom along the lines of Pekers [04 has been

avoided, as it requires much roore mathematical complexity yet generat's no

signiricant differences in thQ, final result. Instead, the irepagating bottomn results

are imply contrasted with those presented above to provide some insight into the

relation.ship between the ,wo problems.

The primary diferenee between the hard bottom condition mn, the

propagating boQom condition occurs in th.- definition of the CON nde set. The

lower boundary condition associated with equation (2.7) in the latter case no longer

allows it, to be classifi-ed as -a Sturm-Liouville problem, so that, a CON set of mode

functions cannot be guaranteed. However, it i still possible to defi:,e a set

consi.ting of a finite number of trapped mode shapes. These mode shapes can be

made orthonormal through propee" scaling, so that equations (2.8) and (2.11) art- still

applical)le il the range of integration is extended to infinity. This i6 re~sonahle,

since, for an infinite half space bottom, the resulting sound pressure field also

extends infinitely in depth.

The set of trapped modes is not complete, however, so that althogh the,

results presented in equations (2.13) and (2.1.1 are :o)plienlhe to the portitna of

energy carried in the traIp)ed modes, it is possile for energy not re,,id(eni in tlie

tra)ped modes to also contribute to the sound pressure field. This addit;onii

contribtion is carried I)y tlie rontinitum of modwes :it propa-:it le into the hlottoll.

:iaid :a rurther ermn involving :il int egral over the infinitely (len,. .onintilii iilde

set 1l Il be inel hided ill equ:tionl (2.13) to alulnt for it. The t'ii tril lltitll i 11a he,
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expected to attenuate with range, however, as more and more of the tontinuum

energy is lost due to propagation into the bottom. At long ronges, the continuum

ma:; be neglected, so that eqjuations (2.13) and (2.14) still pertain; but with the sum

limited to the trapped modes. Thus, the net effect of the propagating bottom is

twofold: to change the range of the summation from the modes not in cutoff to the

trapped modes; and to increase the minimum range at which the remilt is valid.

rF 0 rz__-s,-- - -

surface

Z 1e

source,\ V

~bottom
z 

Figure 2-3: An Idealized Range-Dependent Oceanie \aveguide
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2.2 Normal Mode Propagation In a Range Vaylng Channel

The most restrictive assumption made in the previous section is the

characterization of the channel properties, including boundary condition., 0. being

independent of range. To relax this assumption, one can assume a sound speed that

is now a function of both depth and range (see Figure 2-3). This change makes the

resulting partial differential equa.tion inseparable, so that. the approach or the

previous section must he abandoned. Instead, a partial separation or varial)le is

invoked by allowing the various mode shapes to vary in range ,s well. In other

words, as the modes pro)agate outward from tie source, their shape, are now

allowed to change as they encounter channel range variation.. ro rin( tit range

dependent mode shapes, one must solve the equivalent, of tie one-dimensional

lelmholtz equation (2.7), now parameterized in range

0:2 + [G 
(2.1:,)k

where

Oi= 6,r). 21

Suital)le boundary conditions must also be included. The appro:ach requires that

the associated eigenvalues, and thus the modal horizontal wavenum .rs. alh e

functions of range. If the discussion is again restricted to a hard bottom boundary

condition, a CON set or mode shapes can be found at any particular range.

Because the separation of vairiables is only partial, the resulting range equalions

remain coupled; following Rutherford 1721, one obtains

0
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- E [.4(r ( R+2 n ) + B*(r Rk]t

where the coupling parameters are

D,.k(r) 2 zx(2f0Ye Oe,(:-,) (,") o.(..,.) d: (2l)
k~j'(r) - k,.(r) fo 00 cg :,ur) Or

for i 3 k; 0 for i=k:

and

Ad _ o P0 Or Or d.

The assumptions implicit in the derivation of these coupling pirameters are a

constant density and range invariant boundary conditions. Allowing the bouindairy

conditions to vary with range affects the form of the coupling oetloicieuls (721.

However, most problems involving range varying boundary conditions can be revat,!

to have range independent boundaries by the proper redefinition of mun(l speet :ntu

density. The comments made previously concerning the inclusion of sort or

propagating bottoms are, in general, also applicable here.

Because the range equations presented in (2.17) are coupled. th. are not

typically amenable to analytical solution, and further development beyonid this

point involves either numerical evaluation or tlie appliention of ..)proximatins.. As

might be expected. the resulting general solution is not very revealing:
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p~c:.) ~ Rj~)~r) e Pulxft (:O
i

One particular approximation generates an important subset of coupled me~l

theory that is more analytically tractable. Adiabatic mode theory arises by ignoring

the effects of the coupling coefficients in (2.17). This is equivalent to a muming only

very gradual channel variations in range, which is often the case in practice.

Dropping the coupling terms once again leads to independent range equalticns. hi

addition, the assumption of gradual range variations requires that. in the lIrge

range limit, the solutions of these equations must be asymptotic to

The full adiabatic solution is then

Unlike the range independent. case, it is not possible to fin:A a general closed rorm
solution for bi(r). The nature or the coefficient, preceding the range delta funetion

on the right, hand side of equation (2.17) does guarantee that b,r) are i)rolrtional

to both the source level S and the size of the mode shape at r = 0.

Adiabatic mode theory thus generalizes the physical )icture of mode

)ropglation as follows (as illustrated in Figure 2-4):

I. The source excites each inodle to a level proix)rtioiail to tlie size or I he
mode h:ilpe at lhe source depth, where the mode sel is evailuated for lie
s(oiree' s011ll(d speed )rofile: :nd

2. Ec:ieh niode then )ro)ag:ites inde)enently out a rd froiil lite sourt~e :Is :1
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klr)surface 
Ie 

&

source pseudo--
' '~~ cylindrical ~~z\ \ propagation

bottom
2-H

Figure 2-4: Range-Dependent Adiabatic Modal Propagat ion

non-homiogeneous cylindricai wave (since' the wave aniplitu(Ie varies with
dep~th) having its own unique wavenumiber andl depth depe~ndencee. NBoth
or these are now allowed to vary with range. It is iniportaint to realize.
however, that in this approximiation the miodes still propagaite
independently.

Full coupled miode theory further -cmnplicat". the p~icture l)y including muode

conversion effects. InI this case, the various modxes are allowed to exchiange energy

in aiddit ion to varying t heir sha~pes and] waivenunibers as t hey propaigtt d~(ownl thle

C11:iiiiie0. so that t hey nto longer )prpgate outwaird ini a eotlljlet ely indleendenlt

faishioni.
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i direction of
,I propagation

receiver reference. (xy)
point

<'receiver
coordinaLes

rAr

source

source
coordinaLes

Figure 2-6: Relationship of Source and Receiver Coordinate S ystems
(top view)

2.3 Modal Source Description at a Far Field Receiving Array

While the (deseriptions developed above are quite useful when (ealing with

ud(lerwater acoustic propagation theory, a further ste) is nemcssaty to convert them

ilto a fori uscful in the context of signal i)ro$siigI. Arr.'i% t h ory (eal:sI with tie

field at the receiver rather Ohwan Mt the source: tiherefor. it is ipprojoriate to shirt

(O4)rdimites to a srstIem with iIts origiln At sorme arI)itririly hi, &riied refe'rence, point



near the recei---ing array, and then to expand the field representation in the vicinity

of this new origin. Several approximations and assumptions can then be used io

simplify the resulting expressions.

Consider the diagram of the pair of two-dimensional horizontal coordinate

.ystems shown in Figure 2-5. The (r0) coordinate system at the left. represents the

polar coordinates in which the propagation problem has been solved. The (ry)

coordinate system on the right represents the new receiver coordinates. with n

origin at the arbitrarily defined receiver reference point. This point, is ass tned to

he located at range ro and angle so in source coordinites. The angle j ik the

horizontal direction of propagation at, the receiver reference point with reLpt-. t)

the receiver coordinate system.

From the law of cosines, the source range r for any point (z.y) in receiver

coordinites may be found to be

r = r0 VI + A(x/r 0 ) cos , + 2(V/r 0) sin 0 + (z/r 0 )2- + (y/r,)-. (-.-3)

In the immediate vicinity of the receiver reference point. the receiver ctrdin:ite

uffsets x and y are small when compared to r0 . For this conditioni. lit ternlis

containing these offsets are of first order, while the ternis involving their squares- .re

of second order. Expanding lhe square root ,as a binomial series and dropping dl

terms beyond first order leadds to

r' r0 + x tos $ + ysin,. .

Negleeing the higher order teirms is equiivalent to a)l)roximling the .liiidri.ally

irop:igatinlg mode;s with ones th:at are planar in tihe imi ,di:i e vi.initv or the :array.

I fqe ,l, tslqel :,l)roxim:ai ion ill qu:tlion (2.24) is :)l)li'd to zll lite s,',-r' in

tle reeivini array. 'o g:irantee th:at tile :ipproinmitiou is valid. two re,,trit tion
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are needed. First, the receiver reference point must be chosen to be clowe to the

array; second, the array aperture must be small compared to the source-receiver

range. Both of these conditions are easily met in practice.

Conversion of the range independent modal solution to the new c(X)rdinate

system simply requires the replacement of r in equations (2.13) and (2.14) with the

expression given in (2.24); retaining first order accuracy in the phaie but limiting

amplitude terms to order zero only, one obtains

d( (:) e A.xIot- (..v.,
i

where the vector

= (.r,V), (2.21$)

and the vector

Zi = (ki kcos,,i sin d) (2.27)

is of magnitude k, and points in lhe direction of propagation. The modal amplitude

is now a function of only ro

For the range dependent cases, an additional assumi)tion or the horizontal

homogeneity of the chaunel over the aperture of the array is needed for tractability.

Give.i this assumtptio., tile adialhatie theory sohltion (equation (2.22)) e:al lhit, Ie

cOI-lverled to

.. li= E ai.(:ro)e " -r',?J (e2.2U
i

0
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with

4= bi(r) e -Jf ° k,(,) c d,

Here the magnitude of the wavenumber vector is the value of the horizontal

wavenumber evaluated at the receiver reference point kj(r.). Conversion of the full

coupled mode solution (equation (2.20)) is more complicated, but results in the same

form as for the adiabatic solution with a different definition of the modal amnplittitlh

4i. Because the channel is assumed to have no range variations over the aperture of

the array, the two sets of coupling coefficients Ail, and /i, vanish in this region. A

far field representation of tie solution of equation (2.17) that is valid over the

aperture of the array can be written as

Ri(r) = Ri(ro) I jk,(ro)(r- V (2.31)

where any energy scattered back to the array from channel range variations that

are beyond it. has been ignored. The resulting solution is then has the sam+e form as

equation (2.20), with the modal amplitude now defined as
4fi = R(Po) • -3

:gain, the magnitude of the waventumber vector is that or ki(r).

It can be seen that all three appro:aches lead to the saint repreenitation ini ithe

region of the receiver. In vector notation this may be written as

p,..,=) *+(F .:) A C (2.33)

If Al modes :re intiuded in (e timodel. A hente., an .11 X : t.ilttii vt,,.(r. .:cl

elemenltIt o)f which is ( r . C li ple\ mmlal :1lllplillldt., Ili .  i- :l1,1 an

A1 X I colunin vtcltor with t-h, metts
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OP() e (2.)

where all mode shapes and wavenumbers are those for the vertical channel strutlure

found at the receiver. While the functional form of the modal amplitudcs n varies

dependinS on the particular theory chosen, in all cises they may he considered it ho

constant acros the aperture or the irray.

The bridge from equations (2.1) and (2.34) to equations (1.4) and (1.5) is now

straightforward. The total signal received on any hydrophorne is assnwmd tn consist

of tie .ignal model just developed plus additive noise. If eqttatiott (2.:3 ) is then

evalua'ed at, each of lhe N hy'droihone locations in the receiving array. the reonll,

collected into an N X 1 complex vector, and a quadriture demodutl:r uised to

remove the harmonic time dependence, equation (1..I) is recovered exet{ly. Ed.ih

row of the V" X .11 steering matrix is comprised of the ±+ vector evaluated 't1 .4

(ifferent sensor location

Compnirison with equation (1 .5) allows OR. to e identilied as
U~. - k,?. * :}

ik k
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2.4 Summu7y

A mathematical model to describe the sound pressure field thit a harmonic

point source imbedded in s waveguide generates at a distant receiving arrmy has

been developed from first. principles. This model has been pre.cnted in a form to

which optimal estimation theory can be applied. It has I.en shown that range

independent mode theory, adiabatic mode theory, and coupled mode theory all lead

to the sime model- only the nature of the modal aiplitudes is dift1.11 (teq'ttion

(2.), (2.30), and (132), .-pectively). To achieve this result. hirlh or the ringe

dependent. theories reqiv Iditional assumption of horizwatal hug twi of

the channel chsracteri ,r the aperture of the array. S hiet it this

assumption. the modal an. tin be considered conslant aer.. the irraty. P'-r

the range independent and k, tic results, the modal amiplitudesI ha e bceen -lt,,wo

0to be directly proportional to both the source level and the sixe of the .wo!- h:,l1.

it the source depth.

The long ringe or far field assumption has been used t) justiy :a .itimher if

apl)rIoxitiations. These include the neglect of either the uoles in utofrr or lite

continuum modes. as applicable: the use of aymptotiely tqijivalent f'rimis ror the

• -ariots range functions: ind the acceptknce or a local )latne wave appro-xii: t i.i i

jilac- of ohe actual cylindrically spreading, mole.

As seen by the array. each mode appears to be a lon-hllmogentti, pl:ine %:ve

p)ropagati.ng horizontally a'waiy frot the source with unique horizontal wv.eniidtwr

:..d depth dependence. The (lepth dependence of e:eh e tide i. cIfrintd in, it-. tuut.

sh:a)e rutilion: lhte various mtode shapes have hen shownm to be rhitonriit:l :it :n%

0



Chapter 3

The FRAM IV Data Set

The purpose of this chapter is to describe the details or the peeriment durinK

which the data set to be analyzed was taken. The nature and general layout or the

experiment are first discussed. Following that are descriptions of the ai.otir

source and the two receiving arrays available, one a horizontally deployed two-

dimensional array and the other a vertical line array. Some important conelu-io;.i

about practical differences between horizontal and vertical arrays are included. Tiw -

details or the data acquisitikn and storagesystem and a de.scription of the actual

signals analyzed in this thesis are then presented. A dis.ussign of the prertwe ing

employed prior to beamforming and an initial analysis or some or the prepro.cessed

data complete the chapter.

8.1 The FRAM IV Experiment

FRAM IV, conducted in the spring of 1m2, was one or a continuing erie-..r

multi-institutional Arctic Ovean research projects sponsort )y the Orrie or Naval

Research. rhe experiment was designed to study the low frequenry a ousti:il and

geophysical properties or the central Arctic environment. Additionally. several

physical oceanography and bottom geology experiments were conducted: Ie>idth

characterizing the cential Arctic region ii. their owu right. these secoid d:ry

inve.stigations were designed to provide concurrent me:surement or tle

envirotmetal par:t:eters necess:ry to eiar:cterize lite acotisllic ch:nnl r,,, :a

theoretical staidloint.

0T'rlrib ox\Lwrinient was oli(uictel fromizwo ice eCalj)s located on tht, cet ral
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Arctic permanent pock ice. The larger of these camps was named FRAM,. and was

established in the 13arents A)Fssal Plain, as shown in Figutre 3-1. The hydrophono

receiver arrays and the data acquisition systems wort located here. A second camp.

known as TRISTEIN, was establIshed about 300 km to the west of FRAMI neir the

Mid-Arctic Ridge, primarily for the purpose of deploying a high po~wer. low

frequency acoustic source used to transmit (one. and other, more comple\

waveformsi. Exploive tcharges were also employed to generate impulsive surce

data (or both acoustic and geophysical analysei. These charges were set off from

various stes.

The FRANM IV data set has formed the bais6 for a number of rerenvill prs:

several cover topics that, are germane to this; thesis. The report by Tieniiann. Ardoi.

Allen. and M\anley (7*1] provides, a full analysit of the navigation data for the

experiment. Dyer 1321 and Makris and Dyer 1.501 summarize what is currently

understood about the nature and causes of Arctic ombient noise. D~uckworth

IN) indl Duckworth and flaggeroer 1301 provide dtailed investigation.. of the

bottomn characteristics in lte region near the FRAMI camip. Mellen and lDiNapoli

[155 and DiNapoli and Mellen 1251 characterize lte propa:gationl loss for the centri

Arctic and attempt to quatify the effect of the Arctic ice caniopy on this

propqiat ion loss. Mikhalevsky 1[;')-#1~7 investigates lte temporal stability of tonal

signals prop~aga1ted in thie Arctic channel in some detail; althou1gh the (l3t; exNituinvd

in t hes tudies were takeit fromtilthe eairlier FRAMI 11 experiment. the resuilts are

equally aplhicab~le here. Pokeari 1671 characterizes Ilite sItture or owli

'FhzlST'l'N/FIAM :Icoustic tranisillissioili ltl. Finally. Yatng and (i'lhis (1 I, haive

recenit ly :11t i.aiapte modal deeoiiosit lol fromnt he FRAM IV vertical array \ n

sp~atijal Fourier t echniques. with mixed sIWneess.
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3. 7RA At N i atin Dta p

OWNt FRAN reevn ApprsetI)i!t'la .. ,231Eo 3Mrh
10 I Ape igre 3-)1t7rfe prxmtl 20k oteshetoe h

cors o te xprien, ndwa aanoedat$20 , .1 EonIIMa. 94a

Thecou igur 3-t : ofitrt oaf t raMitt d o TRISTlEN leo Cam., rn w

1082arate perios of2 te dritod aproiatly 10 ki to tIhi.Fue s ist;(ovethe

reJprteIntative positions for each of thest, period,;, while, ':Tble. 3-I and 3-11 taihulatt.

tht fuill navig'ation da~t a for t he same positionts. All hecit data prem-t'tted hetre hast

0 leen dlerivedl from veft-rence 17,1



Date: 6 Apr 82
Time: 1800

FRA.M Posit: 83.80 * N 16.82 * E
TRISTSN Posit: 83.81' N ..55* W
Array Rotation: 15.6 ' east of true North

TRISTEN Azimuth Angle: 86.5"
TRISTEN/FRAM Range: 26$ km

Date: 7 Apr 82
Time: 2100

FR.AM,I Posit: 83.76' N 16.08' E
TRISTEN Posit: 83.81 'N 5.88 W
Array Rotation: 1.9'" emt of true North

TRISTEN Azimuth Angle: 8.1*
TRISTEN/FRAIM Range: 202 km

Date: 8 Apr 82
Time: 1$30

FRAM Posit: 83.72 *N 1.5.0 E
TRISTEN Posit: 83.78-N .5.3'W
Array Rotation: 16.2" east, of true North

TRISTEN Azimuth Angle: 8.1'
TRISTEN/FRA.M Range: 202 km

Table 3-I: TRISTEN/FRAM Navigation Data for the Ilorizontal Array Data Set

3.3 Horizontal Azimuth Angle Conventions

Before continuing, a short omment, on the measurement convientioniis use( ill

this work for horizontal direction angles it hn order. Whenever incoming signal

horizontal azimuth angle values are quoted, the convention implied throughout the

thesis is that, the azimuth angle has been measured from the reference dirt'etion to

the direclio, in which the slignl is propayatioty in a clockwise dirctiona. ''his

makes the azimutih angle exally the reciprocal angle or tihe iiire radit jonal

bearing wigle. As a siiJple example. a sigiial propaatin g froi a ,otirce to the

S northwest arrives on a bearing of 315-: since the signal itself is tra,,'eling toward,
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Date: 16 Apt 82
Time: 1430

FRA M Posit: 83.55 'N 1.041" E
TRISTEN Posit: 83.66 * N 5.70' W
Array Rotation: 17.6 east of true North

TRISTEN Azimuth Angle: 85.6"
TRISTEN/FRAM Range: 255 km

Date: 17 Apr 82
Time: 10

FRAM Posit: 83.,19 N 1.1.8 3
TRISTEN Posit: 83.68 N 5.69 W
Array Rotation: 17.4 east of true North

TRISTEN Azimuth Angle: 86.8
TRISTEN/FRAM Range: 25-1 km

Date: 10 Apr 82
Time: 0300

FRAMI Posit: 83.48 * N 1.1.77'E
TRISTEN Posit: 83.64 N 5.59 W
Array Rotation: 17.1' east or true North

TRISTEN Azimuth Angle: 87.2'
TRISTEN/FRAM Range: 253 km

Table 3-l : TRISTEN/FRAM Navigation Data for the Vertical Array Data Set

the southeast, however, its azimuth angle is 135 *.

Azimuth angles are reported in a range from 0* to 360'. and are referenced

to tile north leg of tile horizontal array rather than true North. The rererence is

chosen so as to be fixed with respect. to tile array. Because tile ice from which the

array is suspended is free to rotate relative to the global coordinate system. the

relationship between the array and true North is not static. In actuality, the net

array rotation turns out to be small. The direction of the array's north leg varies in

a band of only 2.5 around its median value of IG. east of true North during the

period of the main acoustic ex)erimentation: Soiewhat larger slifts are ohstervtd

towards tie 1-nd of the exJ)erilenlt. None the less. even these simall variations are
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significant, especially when high resolution beamforming techniques are employed.

Tables 3-I and 3-11 both include appropriate array rotation data.

Ij~~ I II- IIIIIrT

-i

U n U

a. -• I

5 -"

Frequoncy (Hz)

Figure 3-3: Source Levels for the TRilSTEN Source

3.4 The TRISTEN Low Frequency Source

A% mnodified ilLF low frequency source was deployed to a depth or 91 ma;t Ihe

TRISTEN camp. Appro.ximately 150 hours of signals were broadcast in al Irequiency~

range froml 5 to 110 llz. Several differentr waveforml typesa;re inceluded inl the sigul

se.Of inlterest here alre a series of tonal sig~nals in the ralnge from 5 tol 71 INz. Tlhe,

typical fion i rnait conisists ort one tone per ho)ur, withn the souirce onl colimiltisly

for tile first 55 mnhutes and then o ff for the hi.si 5 Ininilts oif the, hour. Scheduling

O ('~ollslrailnls oiflten forced moeabb~reviated f'ormatsi: inos "o lte hoirizoilalary

Il1eIlO';".ll %
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data used here was broadeast at half-hour intervals rather in the full hour format,

for example. The source has a rated frequency stability of better than one part in

106; it can therefore be considered to be temporally coherent over the full duration

of any signal investigated in this thesis. Figure 33 provides a plot of source levels

versus frequency in the range from 5 to 80 lit for the TRISTEN source. This data

was extracted from reference 126].

ff30 Q
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Mao( 11 i legi

ff14 HI

S0 am HS (

MO 0
__________ Inset

.. .... east
leg

H24 H23 H= H21 M7 HG M29
legt see Inset

south

H2~ leg

250 M

Figure 3-4: Arrangenment, of the FRAM Receivinig Arralys
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3.6 The FRAM IV Receiving Arrays

Two receiving arrays were available at the FRAM camp. A two-dimenional

horizontal arr y consisting of 26 elements was deployed through the ice and

suspended on cables to a depth of 91 m. The net gain to the retording sy.iem wa.

-159 dB re I v/$iPa, with a flat frequency response to below 2 lIz. As .hown in

Figure -3-I, the array was deployed in an cross-shaped configuration. E~aeh leg (f

the array had an aperture of about. I km, with individual elements speaed

approximately logarithmically from the center.

The seon(I array was nmtde tijp or 28 eements and exten(led verlially inlto ihe

water ecihllun to a depth or ap)roximately 1000 m. -ince the b)ttom depth ait the

receiver camp averaged 3800 m, this coverage repreients the top 25;'e or tie

channel. The elements in ihe array were spaced approximately linearly. The array

was located about 30 in to the southwest of the center of tie horizontal array. as is

also i(licated on Figure 3-4. The net gain from the water to the recording .ysteti

was -121 dB re 1 v/,YPa, with the exception of a few particular hydroplhones where

the gain was reduced to -127 dB in order to reduce amnplifier saturatim. The

frequency response was flat above 6 lz. A 500 lb weight was hung from the bo lton

or the array to stabilize it .against current action.

Both arrays suffered to varying degrees from two related problems vdemic to

suspen(led sensor systems, sensor displacement and strum. Sensor (lisplaceiment is

the offset of a particular hydrophone from its nominal position caused by current

drag on the hydrophone and its support cable. Since only the position at which 'the

sensor is deployed though the ice is known, such (liSl)lacenients translate into I)hlae

errors in the beamformning process. Simple do-lay-anId tlm beanirorming- th(ory

iii(licates tdiat sensor (disi)laceineits become signifi.att when they bein I( rea.h



magnitudes of app~roximately one quarter wavelength; the problem obviously gets

more severe with increasing frequency or more sophisticated beAmformning

algorithms. Miods! decompositions may be even more affected than other tohniques

when, as for the vertical array, the errors occur across the array in a cosistent

fashion, causing the arrmy to become tilted. This sensitivity is investigated in detail

in Chapter 0. Time varying senior displacements are possible due both to

variations in the environmental conditiotns and posstie pendulum, tinmllions or tho

sensors. As discussed below and in Chapter 7, however, the time variations or

sensor displicements observed in the data appear to be relatively smaill when

comp~ared to the static offs;ets.

Strunt is the vibration of the suspension cable of a sensor due to vortices shed

by. the surrounding current~ flow. This vibration causes slight. o'scillations in thle

sensor dlepth; since the ambient pressure is a function of depth, thiese depth

excursions cause pressure field variations to which the sensor then respondls. A,

opposed to sensor displacement., whieh occur.- on time scale-,s large thait its

prFimary e~ffect i6 a phiase mocdulatiort of thu received .sigaul, strum energy is

conjcetratnted at the lowest. frequencies of thle acoulstic domlainl, and~ forms an11

aidditive noise source from which the true signal must, thten be separa1tedl.

Strumimingr action generally appealrs to consist, of a fundamnental frequency and~ au

number of strong harmonics. These harmonies typically occupy the frequency range

below 10 Ilz for horizontaul array sensors: significant luariotuics can be fond aut

frequencies as high as 30 IN during severe episodes, however. B~ecauise (lifrer'Iit

horizontal1 hyd ruphones exhibit varying st rum patterns, spat ial Jroces5itg

dliscriniat es %vell against st rum energy. Thme greater efft wie dianitter or it-s

support cab~le cause~s st rumi Lbfects for theL ve'rt ical array to meeupy :a lower rre'(Itt(ne(y

range: strumn ene(rgyv above 10 liz is rarely observedI in vt-rtlea I :irray dat a. umamk inl it



much less of a problem than for the horizontal array. These observations agre

with strum frequency predictions based on the Strouhal number. whith yield

expected strum frequeneies of 2s.5 lix for the horizontal array and .1 lit ftr the

vertical array for an upper limit current of 0.8 kt (all. Cable diameters of 0.105 in

for the horizontal array elements and 0.7 in for the vertical array are asumed in

these calculations.

3.6 The Effects of Hydrophone Sensitivity Mismatches

An important difference between the horizontal and vertical arrays il\lvt.i

the effect or variations in hydrophone sensitivity and am)lification gain aerts the

arrays. For a horizontal array of reasonable aperture, the signal received at each

sensor is a time shifted replica of that found at other hydrophones., as Li

demonstrated in Figure 1-1. This assumption is often used in horizontal array

beamforming to eliminate variations in the receiver hardware by artificial

normalization of each time series before beamforming. This can be done because a

horizontal array uses the signal phase rather than its amplitude to develop spatial

information.

Since a vertical array samples the modal structure of the channel. however.

signal amplitude variations between different hydroplhones are both expected and

desired: a normalization scheme as might be used on a horizontal arra. is no lotger

applicable. Thus, the nature of the data and the processing make hardware

uniformity between channels a much more important issue for vertical arrays t han

for horizontal arrays. No indication of this type of problem is seen anywhere in the

FA\M IV data set.; none the less. the issue must be carefully con.,idi-red whenevt-r

one is dealing with data taken from vertical arrays.*



.3.7 Sensor Displacement Predictions for the Horizontal and Vertical

Arrays

In general, the effect of sensor displacement on the horizontal array is

significantly less severe than its effect on the vertical array. This s to be expected.

bec use the vertical array extends approximately ten times dweper into the water

column than the horizontal array sensors; the longer scope then makes it more

sensitive to current effects. The purpose of this section iN to investigatt, the

significance of the sensor displacements likely to be encountered in practice for bo th

horizontal and vertical array sensors. As the purpose is not to make preeise

quantitative predictions. but rather to provide itne reel for wheln stnsor

displacetents must he considered and when they might. be safely ignored. some very

simple hydrodynamic approximations suffice.

The actual sensor displacement is the primary parameter or interest ror a

horizontal array sensor. For the vertical array, however, things are somewhat more

complicated, as many sensors are suspended from the same cable. Obviously. it'

maximum sensor displacement achieved is important: this displavenment will

generally be found at the deepest, sensor in the array, although more eomplicted

geometries are possible. Additionally, however, the distribution of di.vIitement

along the vertical array is significant. One simple way of parameterizing this

distribution is by some type of tilt angle, representing the slope or some notional

line with which one has replaced the actual array shape. Several (liff'rent tilt angle

(definitions are possible. The one used here is simiply the angle made with tle

vertical I)v a line tlrawii through the array anehor )oilt at the surface an(I le

bottoni sensor. A more rigorous definition is intro(he(I in (hapl)tr t. where the

justific:tio1 for sti.h ai al)l)roxi aition is (lise sse(l. . similar paranietter or ilitt'rt'st

for both horizontl and vertical arrays is the slope' or th suspen.sion .ahle :1 t h



surface, since it provides a check against, field experience.

The senior displacement, problem may be modeled in A very simple rashon by

assuming the senior suspension csle to be a uniform line of length II with one end

fixed to the ice at the origin and the other end Attached to a concentrated nmass or

weight 11" that represents the weight normally deployed at the end or the (rble for

current stabilization. This model is applicable for both the horixzotil and vertic.l

arrays, with one difference: for the vertical array, the mass or the line must he

considered, where.s for the horizontal array it is negligible. Let Iv be this weight

per unit length of the cable. To keep the hydrodynamics simple. the lite i, a -,,u d

to have a uniform diameter d. and the current Vis .ssumed to he con,.tant in thdlith.

The first. assumption is not, strictly correct, for the vertical array. sie the actual

arrangement or the support cable and the electri'al connection.. frot the

hydrophones to the surface is rather complicated: this is compen.ited for )y using

some type of effective diameter over the length of the cable. Similairly. ba.siv

oceanogr:phy indicates that the second assumption i, not very rei.tic either.

lowever, both of these assumptions will more often c:u.e lthe dipl;c-mwn

estimates at the dee)est sensors to be too large rather than too sm:ill. A second:ary

isse involves the three-dimensional nature of the array sh:pe, which is not reflected

by the constant current. assumption. This problem is not serious, however. because

in the sequel it. is not the actuzil arr:ay shape that is importaInt. but only it'

projection in the vertical plane of propagation.

Assuming a steady state situation, the pritmary effect of tlie currenit i, to

provide a const:ant. horizonta.l drag force per unit length f on the lint- and a total

(rag force F on the concentrated in ss sUiieide(l from it. The dIrag forc per unit

Ilngth of line is estimated front two-dimensional Reynhols nmtber thieory [(;I]to I)t e
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where p is the denity of water and CD is a two-dimensional drag cmerieient :ha! is

Sfunction of the Reynolds number

R=--. t3.9)

Ilere. v is the kinemtatic viscosity of witer. A similr buit .0,1 wham It-,, rtlialit,

tmimme may he made for F.

C;ivn estimates for the two drag forces. ane ean then.lve the rv.Illin

staics )rohlem rir the shape of the line is a function or depth in a traightlreirwlrd

manner. The solution is

a.- - b InI - . (3.3)
S

where

F IV
b F 11--- (3 .3)

b 7 -.

mid

IV,

For thL vertical array, 11 is asumed to be 000 n, and I, :nd 11' may be lakL'n to be

17.8 N/m (.1 lb/m) amd 222.1 N (500 Ib), respectively. Using an effective cal)

(ialeter of 0.7 iii :nd a current of 0.8 kt (a re:sonl)le ul)per limit for the pteId or

ice movent observed in the Arctic), the (Irag forces f and f :ire tsimated to be

1.5 ./t5 :1d 10.3 N. respectively. These ntumbers gtive v:alus of 0.087 for it. -118 in

for b. and 108-5 m for c.
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Equation (3.3) is plotted as a function of depth in Figure 3-5 for the- valutes

just discussed. The results of a more sophisticated model developed at the Naval

Research Laboratory (MR) 1851 are also shown for comparison. The two models

agree quite well in the first O00 m, and then diverge slowly after that. A maximum

difference of about 10 m between the two predictions occurs at the bottomt of the

:srray. several different factors probably contribute to the difference between lte

two modlels, but the most important is the assumption of a current th.at is constant.

with depth made in the simpler model.

As shown in Figure 3-5, the sensor dlisplacemient$ indicated for the lowest

hydrophone-s are in thie 50 to 00 m range, making them a significint frietion of a

wavelength at even the lowest. frequencies of interest. The array till. as lilei."Ired

from the anchor point at the surface to the bottom itn--4r is 3.6 *: the Alope of thet

-.rriy at the surface is -:).0' which agret-s well with field experience, in whicht slopes

of no more th3n about 5 or S' have been observed. The equivalent value,' ror tile

NIM model are 3.0' and 3.8*, respectively. These results are in general1 agreemet-1

with other field tensts earried out by 'NRl. in the Arctitc for thle snnie array [00). It is

important. to note timatilhe magnitude of thle tilt angle is fitndanieti aly lpritP~rt iona~l

to tie square of tile current 1'.

The ,;.itle approach out lined above caIn he used for thle hori-tont l :irrml

sensors. in, this case thle weight of the c:,ile it, is negligible. :and( til- resultantl shapt.a

of thle line takes on a soniewhlit simpler l).nr:AIW)lie form

r(--) = :IF + f (II- -/2)) . (3.7)

I-'or a1 hiorizonta a1 :rray havdrophoaie. II is 01 111 and 11* 111:1% be taikeii to) lt. 133.1 N

(30 11)). For a cable diameuter of 0.125 in and ai cuirrenit 'if O.N. W. tilt- drag forve f

0:111d F are ompu)tetd to he 0.277 N/ii and 1 (~ N. resIwit- ivel' . Thet iumb,i~



yield an offset of about 10 m, which corresponds to a quarter wavelength it roughly

35 1z, and a cable slope at the surface of 11.4'. These results agree with with

operational experience, which indicates that beamforming degradations are first

noticable in the 30 to 40 Ifh frequency band.

Several conclusions can be drawn from this section. The most important is

that sensor displacements for the horizontal ,rray can be expected to be negligible

below about .30 liz, while tho.e of the vertical array can never be totally ignored.

Additionally, typical offsets for the vertical. array can be expected to be abou; five

times those of the horizontal array, primarily due to the much longer array scope.

Finally. th. angle that the vertical array makes with the true vertical can be

expected to be limited to a range of about 5* based on the range of currents likely

to be encountered in the central Arctic. All of these observations are of imlortance

in Chapter 6, where the problem of vertical array tilt is examined in (letail. •

3.8 The FRAM IV Data Acquisition System

The recording system is illustrated in Figure .3-0. It consisted or a

minicomputer-based digital data acquisition ald storage system. Twaly-four

channels of information, each sampled at, 250 liz, were digitized simiultaniusly: the

resulting digital data were then stored on specially format ted 1600 31! mgnetie

tapes. An analog filter with a roll off of 48 (IB/octave above the corner frequency

of 80 liz prevented aliasing, and a floating point cotversion scheime preserved the

required dyiamic range. The well matched phase resl)tos-s of tle various ehanel,

preserved tlie signal )hiase synchrolnizatlol required for Iealmforlnilig. The inipul lo

each or tle 2.1 ehniels was svectawle vi. a patlh paiel. sevvrail dirferent s,,enors

sets were recorded doriig the course of the experililelt. Forther techiciial detail, or

tie recording systein can be found in Prada, et al. 1711.
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The FRANI IV acoustic data is cdasified accordinig to the array cooiirattiott

(i.e., the senisor set) beig recordIed wheii the daita was acqired. Two oia-or types-

of array configurations exist. The data taket fromi 6 to 8 April were recorded froil.

only horizontal array hydrop~hones. Over this periodl muinor variatimls were iiiade i

the exact. hyd(roj)hlone set recorded, restiltitig in slightly different :rrav

cotifigiraionis for (lifferelit sigiials. TIhie~ variationis are niot swigami whieti

Wilsidltredl iti t eris of theoretical array p)erforiinIceh. htoweve'r. TheL dalta t aketi

fromi W to 11) AJ)Fil was recorde'd fromi a mnixt tre of hiorizotial awlc vert icaiI array

hiydrojphine. Thei. det ails of thle seiisor set vrio~eii for this cot igri-t lol art'
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provided in Table 3-111. Of the most interest here are the last eighteen hanneL,,

which wer., used to record selected hydrophones of the vertical array; the depths or

the sensors recorded are included in T1able 3-111. In proceming the data taken from

this vertical array configuration, only these channels have been used, so that, an

eighteen element fully vertical array has been effectively synthesized. This has been

done to allow assessment of the operational utility of a trie vertical array.

Channel Descript ion
1 Horizontal array center l)hoie
2 Horizontal array northernmost phone
3 Horizontal array southernmost plimiw
4 Horizontal array easternmost phone
5 Horizontal array westernmost piowe
O Geophone
7 Vertical array phone at 000 m
8 Vertical array phone at. $00 ti
9 Vertical array pht. "$*2 m

10 Vertical array phone :,, .),)0 ti
11 Vertical array phone at. 01310 m
12 Vertical array phone at, 570 tit
13 Vertical ariay phone at 510 m
14 Vertical array phone at 450 m
15 Vertical array phone at 300 m
10 Vertical array )hone at 350 m
17 Vertical array phone at 330 m
18 Vertical array phone at 270 in
10 Vertical array phone at 210 in
20 Vertical array phone at 180 in
21 Vertical array l)hone at 1.10 in
22 Vertical array phone at 90 ti
23 Vertical array phone at. 60 in
2.1 Vertical array I)hone at 30 in

These hydrophones had net gain to recording systvim or
-127 (1 rather than the nomin:l -121 (1B (re I jisa/v).

Table 3-lh FA M IV Vertical Array lR*eording ('onfipura .itl
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3.9 Details of the Vertical Array Data Set

The objectives of this thesis make the data recorded from the vertical array or

primary interest. The available data set consists of tonals at fourteen different

frequencies between 5 and 71 Hiz recorded from 10 to 10 April. These are listed in

Table 3-IV. Many of the frequencies were broadcast several times over the course

of the four (lays; only the longest, representative data segment at, each frequency has

been chosen for analysis here. The three lowest frequencies were never detected in

either the vertical array data set or the more extensive horizontal array data set.

This is most likely (fie to insufficient signal to noise ratios at these frequencie.. Not

only (foes the source exhibit significant:'y lower signal levels below 15 liz (as shown

in Figure 3-3), but, in addition, Arctic ambient noise tends to increase with

decreasing frequency in this band 1321.

Frequencv Time Date Duration
5.00 liz Not. Detected
10.00 liz Not, Detected
11.75 liz Not Detected
15.00 liz 0310 10 Apr 82 10 mill
17.75 1lz 1.I.30 10 Apr 82 55 min
20.00 lz 0225 10 Apr 82 31 min
23.50 liz 0330 18 Apr 82 55 min
36.00 liz 0320 10 Apr 82 10 min
35.25 lU, 0.130 18 Apr 82 55 mini
3.5.50 liz 1030 17 Apr 82 55 iin
.17.00 lz 18:30 17 Apr 82 55 mill
53.25 llz 0930 17 Apr 82 55 min
55.00 liz 1130 17 Apr 82 55 mitl
71.00 tlz 1530 17 Apr 82 55 min

Table 3-IV: The FRAM IV Vertieal Array l)an Set
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3.10 Details or the Horlzoawtal Array Data Set

To confirm the results generated from the vertical array data set, a smaller

number of tonal signals selected from the more extensive horizontal array data set

have also been analyzed. The particular segments chosen are listed in Table 3-V.

In general, the frequencies taken from the horizontal array have been chosen to

closely match those available in the vertical array data set. Several or the segments

are rather short, making them inappropriate for use in investigating long term

signal stability iemues; none the less, they are still valuable for comparing received

signal levels with tiose of the vertical array.

Frequencv Time Date Duration
15.00 liz 2330. 7 Apr 82 30 min
17.75 fi 1800 7 Apr 82 30 min
23.50 thz 1830 7 Apr 82 .30 min
27.00 liz 1530 8 Apr 82 .30 min
35.25 lIz 1030 7 Apr 82 .30 min
47.00 liz 2030 7 Apr 82, 13 min
53.25 liz 2000 7 Apr 82 8 min
70.00 lz 1800 6 Apr 82 30 min

Table 3-V: The FRAM IV llorizontal Array Data Set

3.11 Preprocessing of the Data

The extensive nature of the data set (the signial set exceeds 1500 Mbytes or

data as recorded in the field) makes analysis of the data in a raw form ii:l)ractical.

The preprocessing scheme shown in Figure 3-7 has therefore been developed to filter

and compress the dahta set to a tractable size. The fiehl dat:a for ,aei > ,ii( or

(samipled at 250 liz) is initially demo(uhhite( nd low pa-., iltered it lirod uI' :a

omplex tine series of tie signal amplitude and pliase. For rvasoi- or efri.itt(.. anil

0Q phase stability, the demodulation is iiiplemented in t he fre(pilel.y (olailn. thrl,i
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First Stage

Lbsonal I Quadrature FIR Low Pass Decimation
20) Demodulator Filter by 40

;at frequency
fmWcutoff smple

N f.±1 5mHz P frequency frequency1 0.25 Hz =6.25 Hz
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SQmadrature -~FIR Low Pass Decimatioti -
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cutoff I sample
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Figure 3-7: The Preprocessing Scee

the use or bin shis in the FF'I' or the data,. This aIpproaeh hais the disadvanitaig

thiat nonminaisignai frequency cain not. be .ichievecd exactly; It $102 point ieiigth or

the F'I' isedI 1)rovi(lt's resolIutionI only to within ±1 imlz or ote (esire(l frt(juenc~ty.

The neved to generate (3uI:I~lat tire sinusoidIs with ai:(le(juieat ph1ase st~lility over the

signal luirat ions involvedI is avoidled, however: a1 tyj)ival signail or one' hour ii, lIt-nIi

sp:U1is :ll)ou~t 10' cycles. WithI the fre(jueIIe (tInwiII imjlt'tnunt :11ion. t ii', 1111:1--e

stahil~ity is (oht rollY(l onily byv (lie rre(jut'uic stahlity or t lt' ig-hly :Ittcrate sa1itipit'

eloek. Thle sclivint' also increases CoIiI)lutit ionial efficieiiev lhy :ihlowvini I lit

Asiiiut :nt-ous imie'IUitat ion of a Parks-\lcC itilaiii Pll lowv pass niter [1631 in t lit-

frt'(fI('i(ev (lolinahin. Te a injl~it ticlt' ;ii(1 lhiavt Ft'sjwuss or is mm) imint niter art'
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Figure 3-8: Parks-NMClellan FIR Filter Frequeney At,.po iie

presented in Figure 3-8, and its characteristics are provided in Ta)le 3-VI. The

filter is designed to provide as narrow a passband as possible while retaiititig

ad(lequate cutoff levels in the rejection band. The filter length is limited by the

particular Parks-McClellan algorithm available, which can handle no larger tha,

S100 point, filters. After complex demodulation and low i)as filtering, the data is

then decimated by a factor or to (to a 6.25 llz sample rate); the FIR filter

clracteristics guaranitee that the Nyquist criterion is met.

Following this first stage of pl)r'pr ,sing, an identic.al seconl~d stamg , or

eomplx (le'mo(dilation. low pass filtering. ano (eimation is accomp)lisled. The
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second stage processing provi(ks further refinepient, of the demodllation rrequency

and a tighter low pass filter, allowing reductions in the number or (aint points to

convenienL levels. Because of the reduced sampling period at the input t) the

second stage, a demodulation frequency resolution or better than mlilz can now be

achieved. The FIR filter of Figure 3-8 is again applied, this time resulting in a

passbnd or 12.5 miiz (compared to the 500 mlIlz bandwidth availahl in the first

stage). Finally, the data is once more decimated, this time by a ractt)r or 10.

!irML Sin Setondl a=~
Data Sample Hate: 250 lix U.25 li5

PassAband: 0 - 250 mlilz 0 - .25 mliz
Passband Bandwidth: 50 mlilz 12.5 mllz

Nominal Passhand Gain: 1.0 1.0
Pas.band Ripple: 0.35 dB 0.35 dt
Transition Band: 2.50 - 500 mlilz 6.25 - 37.5 mlN

Pass plus Transition Bandwidth: 3.0 Ilz 75 mliz
Nominal Stopband Gain: 0.0 0.0

Siopband Ripple: -.17.75 (1d -.17.75 (113

Table 3-VI: FIR Filter Characteriktics

Both stages of the preproces.ing described above have been carried out on all

'24 channels of data simultaneouisly, resulting in preprocessed complex time series

that are demodulated to within 1 milz of the nominal signal frequency and then

very closely filtered around that frequency. The final sample frequency is 0.6025 lIN

(equivalent to a sample period of 1.6 see), providing approximately 2000 data points

per ch:-inel for a signal of 55 minute duration. As the correlation length of the

second stage low pass filter is about 20 post-decimated points. these 2000 point.,

rvj)re.Ntn roughly 100 in(lepelent degrees of freedom. Fulrther (Ietails or the (ligit:a

signal processing involved ('an he fouind int reference [u]l.



-7.

bw se t00 mn/Usk vwt ... I. 4 3/U*
Depth

40 L .- L

140 a

1Mm

310 a

Figure 3-g: Pre'processing Outi~t 'IiIIIL'serie - \V'rivei Arrayv
Senisor ~Iagiit iides -it .17.00) I z (p:ari I of 2)

1180 anid 2110 in t races plIotte'd G (113 lower thamn othe,~r t r:I($.i



hbw omw m0'e ck vwt meh 4 3/Usk
Dept~h

*51 m

Figure 3-9: Preproessi4ng Ouitput 'rime SL-ries- Vertkia A\rraIy
Senisor MIagiides alt 417.00 Ilz (part i or 2)



~-76-

3.12 An Analysis of the Preprocessed Data

A great deal of insight can be gained just by studying the preprocessed

complex time series of the various vertical array channels. Figure 3-9 displays the

log magnitude of the these time series for the 47 li tone from the the vertical array

data set, while Figure 3-10 shows the corresponding phase traces for the same

signal. Data from all eighteen vertical array seniors are included: the depths of the

various sensors are indicated on the left. A .10 dO per ineh scale is used on the log

magnitude plots; the phase plots cover the range from -.- to) - and ldisplay only ihe

principal value or the phase. The time axis ,pans a range of an minul. (30M0 .,,).

The data displayed here in Figure 3-9 and subs,.qIently in :-11 are bth

uncorrected for the hydrophone sensitivity, making the amplitude levels only

relative. In Chapter 7, where the data set is studied in much more detail. all

amplitude levels presented are absolute and referenced to 1 OPa. Note that for the

present displays, the decrea.ed sensitivities of the vertical array hydroplihines

located at. 180 and 210 m cause their levels to appear 8 d1 lower than they actually

are.

The sign.il begins to be seen about .100 seconds into the trace and has the

expected duration of 3300 seconds, ending just before the end of or the trate. It is

easily (listinguished on lost of the channels: signal to noise rati(s of about 0 dli (in

the 1'.5 mllz bandwidth of the final preprocessing filter) are typically observed in

the log magnitude traces. The general slope of the lIhase traces is due to residual

mismatch between tie received frequency and the denicoduliator frequency. The

nl,:ative value of the slope indicates that the (lemd(lul:tion fre(lueiy is gretier

than tlie re'eived frequency. while, the magnitide orf the -.Iope is ammut I eyclt, per

hotr, correspouldiner to a mistiatclh of 0.3, mliz. Of thi,, error. 0.1 inll. i, ilut It, fthi

,lirrt'r'Ja.* between fihe actital d(enoduhlutor frquet(y anId t- n,,,min,:,l ,mrv.e
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frequency. The remaining 0.2 mhzf iattributd to a s4mall amount of Doppler shift

caused by source-reeiver motion, and corresponds to a relative opening riage rate

of about .01 kt. The size of this result agrees well with the Ice drift spveds

experienced at the FRAMI camp (781 (no Itift speeds were available for the

TRISTEIN camp). The slight change in phase slope, towards. the end of the,,iunl

indicates that~ the drift ratei were not constant, over the rull duration of the signal.

In general, the temporal stability of both ft! log mignitude traces and flt-

phase traces is exceptional. What vairiations do exist may be broken into Atort it-ri

fluctuations that have time iscilei of minutes, and longer term fltuiations oilat

order or tens or minutes. That no signiri.-nt flutuwations exist with iint'l.' or

second., or smaller is evidenced by the demonstrated albilitY i., coherently loroves-

the data in a 12.5 mhz bhandwidth without loss of signal power or phase cownsteley.

The short. ternm fluctuations are almost completely negligible on traces of adeqwiate

signal to noise ratio, and generally become more pronounced on both types or traces

is the S.N-R dlecreases. This %upport- the sulplK~5iof that the short terin

floctii:Itioii5 are' p~robably dhue it) backgroonid noise. since the other two likely eail~t".

temporal chiannel vairiationi and array movement. wold not be exlpecttd 111 :li 1

nulti dependence vu SNII. The cause or tile longer terni variation.,. p;,rliwihrl

thio.e ill th l o- ma~gnitude t races, is more problematic. C(ie examtiple 6~ thle deep

radt' exilibiteI onl tile D0 Ill hydrcphone over tile lhist third or thle sisnml: ot her

wiatnplt's of --mal~ler ra(S, can~ be seent t hroughiont tile da~tat. The c:Iiie or let i,

not well undorstood. They :ire probabhly muost at tributtable to chiaitiit' variai ons

over time. which calli be genierat ed ill twvo wayvs: by actuai~l temporail va~riation-, il tilie

phsia xrut re or tilie diaimiel. andii by Va:riations ill Mutirereeiver rang Itiv dit)

relaivle ice drift. it i,, po.,ibh' iit at leas~t some or t lmr,.e v'ariations :ire rt'li d to

lon-er teritt array miovemenit caused by variationus ill tilie effeet he cuirrenit incidenut



on the array. The change in the signal Doppler noted above is one indication that

this current might not be constant over the full duration or the signal. Navigation

data also indicates some changes in drift velocity over the length of the

transmission. Theoretically, however, it is diflicult to jus, .- the signal level

variations observed from just small changes n senior orfset.

While the general quality of both sets of traep, is excellent. some ntlie;able

exceptions occur. One example is the pair of hydrophones at 3.,0 and 350 I. As

above, the poor quality of these traces appears to be caused by the al)normally low

signal to noise ratios exhibited on these hydrophones. After a study of all ht dtin.

it is difficult to support the hypothesis that. these low received signal level, are,

caused by instrumentation problems. First, just the evidence of coherent fir noisy)

phase traces with the proper average phase ramp indicates that these sensors are at

least partially responding to the actual acoustic signal. Additionally, the channeis

exhibiting low signal levels tend to be closely grouped in depth, as seen here.

Finally, the particular groups of low SNR sensors are frequency lependent: tl:itI 6.

the partieular hydrophones exhibiting low signal levels change when the frei,,'n.y

being transmitted changes. As an example, consider the log magnit ude trae,

exhibited in Figure 3-11 and the associaled phase traces illustrated in Figure 3,1-.

These are ident ic:l in format to the data displayed in Figures .3- l and :-10.

including the channels displ:yed, but are for the 17.7 liz signal from the verti:ul

array d:ata set. Here it, is the very lowest sensors in the water colunin. the two at

$70 :and ONl n, which display the lack of sigral to noise ratio. One lmust then

Conclude that thedse low ,S.NR channels actmlly represent mills in the vertical

structulre or the signal field, calsed either by miulls ini some domin:nt mode shape or

by tie colerent interference or itimtlt iple aiten s that miglt be )res 't.

The hitter hypothesis is strongly supported by anotlher (Jbs.rv:ni iii that call be
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made from this raw data. If a single dominant. mode were present and the array

were truly vertical, then all the phase traces would exhibit either identical absolute

phase, or would be shifted by x after going through a null. An easy way to judge

the relationship of the absolute phase between sensors is to note the point at. which

phase wrap around occurs; for two channels to have identical absolute phase, the

wrap around must occur at the same point in the trace. The phase traces displayed

in Figure 3-10 most certainly do not exhibit either identical absolute phase or .

phase shirts; moreover, it is very difficult to explain the phase shirts exhibited in,

terms of array tilt away from the vertical. !n o r to explain the shirts or just tile

top three channels, (those at .30, 00 and 90 m) in terms or array tilt, it is necessary

to assume that the local slope of the array near the surface is about 7.5 in tile

plane of propagation, about doIble the value shown in Figure 3-5 and well outside

the range of reasonable array tilts. Therefore, it, is reasonable to assiume that the

data displayed in Figures 3-9 and 3-10 include a number or reasonably coherent

interfering modes.

For comparison, consider the data displayed in Figures 3-11 and 3-12. whida.

-is mentioned earlier, is the out)ut. of the )reprocessing for the vertical array data

taken at 17.75 lIz. Although tih, datn at first. glance is similar to the .17 Iz data

just presenated. a closer isl)ectioi reveals some very itteresting differences. First.

notice the presence or two stroner events, oe julst btfore the start or t ,igial and(i

the other about 600 seconds later. These are known to be blasts from an airgun

that was deployed near the FRAM ice camp. Note that the signll)ha1se' trac.ks

through the second blast in a reasonable r~ashion. In genera I. th sig:l to toist,

ratio is Slirhltly lower than ihat enacoutere(d earlier. and thi short I-ri varuiiations.

parlictuha:rlv tlo. e or ohtl pise t raees. rerlett the iaiera.i',d rla livi, noist, h, v. 'I'hle

Fre(qan.y mismnaidi with the demoduhktor is ,,onitwha t Ii iglir (about I.I mllz) but
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is still well within both the bandwidth of the filter and the range of reasonable

Doppler shifts for source-receiver motion. Additionally, the Doppler shift appears to

be more constant over the signal duration than that observed previously.

The most important difference between the two sets of data, however, is the

way the absolute phases align in Figure 3-12. This is a good example or the

absolute phase alignment discussed above, leading to the conclusion that a single

mode dominates the vertical structure of the signal at this frequern -y. iere, the

dominant mode must be the first, since no , phase shifts (corresponding to sign

changes in the mode shape) are observed down the array. Anticipating the re ults

or Chapter .1, the relative levels of the log magnitude plots as a function of (epth

also indicate a dominant first. mode, particularly the low SNR levels of the bottomi

sensors in the water column (the 870 m and 000 m traces); the significant extent or

the first mode at 17.7.5 Iz is only about 800 m. Note that the traces for the

hydrophones at 180 anl 210 m are offset by 6 dB from the remaining trares, diue to

their different sensitivities (as indicated in Table .3-Ill).

The two sets of traces just l)resented are re)resentative of the outputs or tht

)reprocessing for both the horizontal and vertical array (lata sets. For all thl,

signals detected, signal to noise ratios fall in the 15 to .10 (1I range for tile riial

filter bandwicth of 12.5 mllz. and both stable log magnituden :i iphase tr:t, :lrT

observed. The short term v:riations (those on the order or i tit.s) ol hotIt typt, of

traces appear to be related to background noise corruption. since their size :lpiw:rs

to varv as the SNII observed at. the hydrophone varies. Some longer term .i-:l

variations oil senes of te ls or minutes are observed: while their catse is not well

un(erst ood. it is possible that array movement is partially responsible. alithoi it i,

illikdy tli:t this is tile sole calse. 'I'liis lIa.'ds to tlie' Ion..lsion t1hi:t thl, V, i .i:

array may be consider.,d slatinar v for periods of i]) t) 10 or 20 miiit e,: it ':i ll



probably not be considered constant over periods of an hour or longer, though.

3.13 Summary

The FRANI IV Arctic Acoustic Experiment has been summarized, including

descriptions of the general locale and arrangement, the scientific objectives. lte

equipment. used, and the data set of interest in this thesis. The data presented here

consists of a rich set of tonals in the frequiency range front 5 to 71 IN. Thlese were

broadcast fromt the low frequency source, deployed at the TIIISTEN ice camp. andl~

then prop~agatedl roughly 250 kmi to the mii FRAM ite camip. hlere, thevy were

received on both of the availatble sensor arrays, and were recordled inl .1 dHilal

format, on a 2.1 channel acquisitio~n system.

The nature of the two arrays has been discussed in some detail. p~rovidinga

0somte insight, fromt an engineering viewpoint into the non-ideail aslwcts or Vertical

arrays versus those of horizontal arr- s. In general, it, may be said that the proev.,s

of designing and1( imp~lementing a good vertical tirray is mutch more demanding thban

lte equtivalent development of a horizontail array. Inl inlvest igat iljg om of tilte

jpo.,.iwte (iffricultie., useful estimaites of their various magnitutdes for lte '.\
rrvshave been madt~e. In p~art ictular, ixititIsnorofeso bot1 i n

)0 ill can be expected for the Fh"IAM\ IV horizontail aind vertical a1rraiys. respect i~ely.

For the rert ical airray, t his rorresponlds to tilt angles of soitewhatt less h11.11 -5

A dletailedl (lecriptioll or I hi' prep~rocessinlg schaemeu used to compre,s lite (data

set front miore t han 1500 NMbytes to a workable size has l)ent p~rovided. Tlhis- selhtt'ne

involves two st :tges. each Consist ing or (Itad rat tire deiii ittlioll. '-ri cri wi It:

very ttirrow FIR low pass filt er, and1( decimttlitont. The otati 1 ie serie's rv~lall jg.

rrotin lite prerces~itg schemne have bt-~ta il .di lui cl io wit hin i miniz or t h(.

tilin~tit~ i-ti fr(pt(Ie(*y. filtetre'd ill n bandw( ~idth of 12.5 milix. a 11( dechiiaued to i



sample periodl of 1.t3 see. The last filter in the process p~rovidles a correlat ion knilglh

of about 20 post-decimated points, leaving approximately 100 degrees of freedom in

a typical 55 minute signal.

Two examples of the preprocessing output for the vertical array have been

p~resented and analyzed. Signal to noise ratios of from 15 to 410 (lB3 are typical in

thle dat~a set, due to the very narrow filtering of the datai. The high -SNR leads ito

nearly idleal log mnagnitudle and phase traces. Tito (demonstrated ability to

coherently p~rocess the data in the very narrow band widlth employed withouit hws of

signal pow~er or p~hase continuity indlicates that no significant variations exist with

time soales of less than about. one minute. Short term fluctuations of one. minute

ordler seen in these traces are clearly a function of SNII. indlicating that they are

prolbnlly noise related. Longer term signal variations with period,% or tenls of

minutes are observed; their cause is not well understood. Some, alt hough not all.

aire likely due to array miotion. A rnoic important. cause of these var,.1iogs is

p~rob~ably changes inl source-receiver range over timie due to relative drift: between

ice na the two locaitions. All the observed phase ramps are within thle ranlge or

lDoppler shifts that reasonable values of source-receiver motion vouild produce'.

Tlhe absolute~ phase alignment dlowni the sensors of the vertical atrray p~rovide a

grent. deal of insight into thle underlying modal st ructutre. For tile .17 liz datin or

Figures 3-9 and :i- JO, this p~hase al-ignent implies a number or siguificaint inides

probab~ly interfering coherently, since nulls in the vertical st ructutre of tlie field are

visible. For thle 17.75 l iz data of Figure 3-1 11 and 3- 12, however. a singfle mode. tlie

first, appears to dominate t he vertical structutre. x sttiy of thle pat tern ofreivd

amplij~it udes verstis dlept h for thet 1 7.75 INl dat a stipp arts thlt sai nue oulishin.



Chapter 4

The Modal Structure of the Arctic
Sound Channel

The purpose of this chapter is to characterize the aspects of the entral Arctie

environment that impact, the propagation of sound; to utilize that chiaracterization

to study the modal structure of the channel in which the FRANI IV experiment was

condueted; and to examine the interaction between the modes and the source and

receiver geometries present, during the experiment. These results are dirt-,ly

needed for the work that follows, but also allow some more general observaitions to

be made. Typically, such a study would be employed only in the initerpreiation id

modeling phases of an experiment. In the present effort, however, tile modal

decomposition techniques to be developed all require both the shape,s and fit-

associated horizotital phase speeds of the sigiificant modes to be known a priori.

Prediction of the chatie's modes thus assunies a more iifportant role here. thai or

a necessary )reliminary to tihe beamforming iml)eilent atiol.

The requirement for prior knowledge of the local modal structure la...

imlportanit Ih,.cctical 'nd practic.al consequences. Among the inost .ignificail is

that a whole range or modeling and prediction issues now have a direct imp:let on

(he performalce of the beamforiner. From a theoretical viewpoint. questions, of

proc-stsing performance beeoen dependeit 11pon tihe assumplio:ls mIade abouit I e

environment in which le array is deployed. Nh re praet'ieal issues include tlie

adequate in On ine.sr'irenit of the local sound speed profile and m itsImik for

e.;timatiiig other needed environmental paranveters. 'eI ehiiques for compuiting the

mode shapes and horizontal lhase speeds must also be addressed. Since this



involves solution of the one-dimensional lelmholtz equation (2.7), usually by

numerical or other approximate methods, the applicabilty, stability, arid accuracy of

the method chosen must be considered. The question of the channel's grms

temporal stability becomes important since dynamic updates of the modal dlam may

be necessary. These isur-s all affect beamforming performance to the extent that

they generate mismatches between the assumed and actual modal structures: the

mismatches then skew the results of the modal decomposition in proportion to their

severity.

The starting point for this investigation is a compilntion of the envirouiiinitaiil

data necessary to lesril)e the acoustic channel. The most important eleientl i, a

knowledge of the average water column sound speed profile at the receiver:

additicial useful inf.ormation includes descriptions of the bottom and overhead ice

cover as well as an understanding of the spati.d and temporal variations of oht

channel profile. The method of mode generation to be employed is then di., ed

and the results of its application to the central Arctic sound channel sum:inirized.

Finally. t wse results are :nalyzed so that the impact of various environin:i i

feat ures on the modal st ructure can be assessed.

Co:wihmanm and Aagard [11 provides a good general reference for Arctic

O)eelntography. Two works by Chelin 115], [16] provide more detailed discu,.isions of

Arctic sound speed )rofiles directly applicable to the data set or interest. Some

work on the modal structure of the central Arctic has been dlone l)reviotisly: for

coilparisoi with the results shown here, the reader may consult )uickworth 129] or

Polcari 1671. No signific:int variation of results i.s foutld :amongiitr lp'- three. .X\ioliher

good reference is K1 ts;hie 181. while Mellen [54] and Ya an Gi(Clit 18-.th
provideh addit ioinal disetiusioli.
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4.1 A Representative Sound Speed Profile from the Central Arctic Ocean

Figure 4-1 indicates the sound speed profile on which the following moi

cilculations Are based. The left hand pklt shows the detail of the upper 1000 m,

while the right hand plot shows the complete water column. This profile represents

the best average estimate or sound speed at the FRAM reeeiver camp during mid-

April. 10.2, and is idntival to the profile presented in Poleari (Usj.

As is found throughout the Aretic. the sound speed is e'sentially a mono1t,,n1ie

incre.sing runction or depth. Within the uppermost regions (down to about 150 m).

the controlling nitch-mism is not the water leml)erature. as is typically tie cva.v ror

most. open ocean area', but. rather the salinity gradient generated b~y the pr., ence or
the overhead ice canopy 1151. The variation in salinity provides a change or about :

m /see in sound speed across the first 100 m. By compirison, temperitt.re varialion,,

Account for about I rn/ee of change in this zone. Below the 150 in pii. it he

temperature takes over as the dominant factor, resulting in an almnt i.velo'iy

profile to roughly 700 m. The deep regions (below M00 m) are primarily i)rt' ,ture

etitrolled. a.s is the case with deep ocean profiles in more temperate elimntes.

'The net, effect or the combination of salinity and temperature variations is t)

)ro(uce a very strong surfatce duct encompassing abmu the ulptr 00 it, or tille

water column. As will be shown, this surface duct plays a .igntifieatl rtlI in

determining both the modal structure of the Arctic channel and the natre or othe

j)rol)lat ion there. An average slope of the deeper portiol uf the ventral Art-ie

profile (that below 200 mi) can ibe taken as 0.013 (m/sec)/m, not far different from

the .ound .speed pressure dependentee of 0.016 (iii/see)/I. By emltr:at., t lie int:ii

gradient in the surface duet is 0.13 (m/sk. /in. albo-at ten tinit,-s larger.

Finure, .1-2 details the sound spee$Qd i)rorilt' u t)d ti it-1hI lit. Arv.le ki lIn.
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The main features here have been chosen based on the composite profile premented

in Duckworth and Biggeroer (301. The bottom is modeled is rour layers.. A 100 m

sediment layer of density 2.2 g/cni3 extends to 4200 m from the assumed bIthnmi

depth of 380 m, reaching a sound speed or 2.3 km/sec. Two Iyers are then, used

to transition at a depth of 590 m to a soft bAsement, capable of propagating sound.

The sound speed or this batement is a3sumed to be 8.0 ki/see, while its den.sity is

asmuled to be 2.9 g/cnI 3.
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4.2 Temporal and Spatial Sound Speed Variations

The sound speed profile of the central Arctic has been shown to be unusually

stable in both timie and space 110). This is due to a number of factors, tile most

significtint. being the geographical nature of the area and lte year-roundl contlinous

ice canopy. The isolation of the central Arctic liit~s variations due it) external

influences, while the ice cover insulates the ocean below front lte solar and wave

effects roundl~ elsewhere. Figure .1-1 can therefore be takeni as re!)rem-nt1It-iv' (If the

profile that. would be encountered anywhere along the transmnission path throuxboiit

the length of lte experimnent. homne range variation in t he. hound --peed proit. vanl

be expected (lite to large icale oct'afograjphie featur's suchi as eddy symttins. itugh.

Althbough Wh. water columin is spatially well behaved, the Samle mllcli.,ioll

cannot be dIrawn of the bottomn. Figure .1-3 indicates the lbathymt'try along the

propagation path, based on charted data (in xitu measuiremients were not aivailale).

The THI.STEN source camip was located almost over top) of the Mid-Arctie Ridge.

which is easily identified in the figure front the central trench structur~e at a ranlge'

of .10 kml. The series of peaks on either side of this t renitc extend ito tilhe 2-10) in

depthI ranige. The severe range dependence of lte hotton, significantly :ifftet. thle

natuire of lie p~ropagation, as has beeni graphically illust rated b~y tlite colipairisoti of

shot dat with thali taken fromt earlier experimients 131. Any niode t hat intetrai

significantly Withi tilie b-111011 in thle region of thle ridge can be expet'ed to be

attenuat ed to such in extent that its cont ribut ion to tile tot:i soundi riit iit

receiver would be smiall: thus. miodes having t urninig points inueich below 2(X) iii are

p~roba:ibly itegligri bk for tilie 'IuS N/HMpropaigatloll pathI.



4.3 The Acoustic Impact of the lee Cover

Much of the Arctic's uniqueness from an acoustic viewpoint is due to its

relatively continuous year-round ice canopy. Both ice camps were hwated well

within the zone of continuous ice coverage. At times (especially in lie lathe

summer), significant regions of open water can occur even in the area nominally

(lesignated as continuously covered. However, this effect is not overly ,igniricant

during the early spring. The assumption of continuous ice cover over tht, full e~ttnt

of lhe l)r-)agation path is therefore reasonal)le.

The influence of the ice canopy on the )ropagatin l)aii i, ;, .igiri.ant orrt,,.

which is not yet well understox)d. An excellent reference that rerle s the ,urrenlt

thou-,ht. on the subject is a recent memnorandum by DiNapoli and Mellen '251. The

primary effect of the ice cover ,t. low frequencies is to increase the erfetive
W attenuation coefficient. by about two orders of magnilude over values found in open

water. Prediction of such a loss falls into the general calegory of rough surfact

scattering. A number of different models of varying comp)lexity may I)e alplic.ahh..

ranging front a simple rough free surface to a full solid layer model. including ,har

wave effects. To date, none of the models investigated shows acceptal)le agreewn

with exl)erimental data. The most important )arameters ne(led to de.,crihe tli ice

cano)y are tie mean ice draft and the rmis roughnes.. correlation length. and po'wer

specjtrum of the random surface that. forms the iee-water interface. Typical vahtes

reporte(l by DiNapoli and Mellen for these )arameters are a mean iart or -4 in. witi

an rms roughness of 2 in and a correlation length or .ii.8 m. Ihese result., are in

reasonable agreement with earlier work )ul)lished by Wadha ins [83]. I)iNapoli .1tad

.Mellen also provide an analytical fit to (lie exprimenu.tally nw.asured ie -waler

int erfwt' ,,powr spectrum. They give the two-dimensional power s)ectrum as
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;4x 2ON./) 1)

=(2/L)' + (2x I~I) ' (..1

assuming an isotropic random surface. Here ; is the two-dimensional wavenumler

vector, a is the rms roughness of the surface, and L is the correlation length.

In this thesis. the ice canopy is modeled by a rough free surface t lhe iee-

water interface, more for siml)licity than any other reason. While the rolugliv'' ht,.

ani important direct effect on modal attenuation, its impact on tile gross p)roperties

or the modes (the mode shapes and their horizontal phase speeds) is determined by

its effet (in the mean channel profile. wVitt the litits or tie imI. tle position

of the me rn free surface is displaced by the amount of the mean ice draft (. i).

which is probably insignificant when compared to other source. of depth error in

the profile. Ice effects have therefore been ignored in the sound speed prorile lii,,(l

Po generate the ttode parameters.

4.4 Solutions of the Helmholtz Equation for the Mode Shapes

To convert the environmental information presented above into mo(le sli:)e

:td li)h:se speed data, one must solve the One-(litelsion:l Iielntholtz e(ltiott

eigenv..lue problem (2.7) for tile specified soun( speed profile at e:ch (h-ire(d

frequetncy. The form of equation (2.7) assumes tlat ll yers. inhcluing lite

)roptgatitng basement, are fluids; shear wave propagation in the bottom is implicitly

ignored. Ilt the sequel, it is shown that neither the mode shapes nor their :s.,oi:tled

horizontal phase speeds are significantly infiluenced by tle Iotltom hclitratct'risies.

Tilus. the 1'glect ion of bottom slear effects is a reaso:tble ap)roximation. All

•tt 'itutiia eectsrr(t. are also ignlore(l here. as h .vy (o not ,rret tiht, si:tpes :a1( l)hi:t'

speedls of the iio(hs to aly gre:tt extent.
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One method for finding the mode shapos and phase speeds is to etmiploy ile

\VKB approximation in solving the Helmholtz equation. This al)proach is

questionable at. the low frequencies of interest here. Another technl,,qu !tvolvte the

use of propagator matrices, but this method is more applicable to a di.creely

layered channel model than it is to the continously varying profile of Figitre I-I.

The most accurate method for the present circumlstances is a shooting teehl;ilue.

involving direct numerical integration or equation (2.7). The imtegratlia i6

initialized to meet one of the boundary cotmditions, and the assuumed eigenvalut i ..

varied until the other boundary condition is met. Layers of varying den-ity can he

cnlmon1(tdnied through the proper application or eros-boindary conzi uily

conditions (given in Figure 2-1 a; the propagat ing botltot boundary condiliomn).

The mode's horizontal phase speed is recovered from the eigenvalue. while the

eigenrunction, when properly normalized to meet equation ('2.).) yieldf 11t, mode

shape.

The main drawback of this approach is the instability of the numerical

integration in the evanescent regions of the mode shape. Sinee equation (2.7) is

second order, it supports two possible solutions, one exponentially increasing and

fhe other ex)onentially decreasing in the direction or integration. Numerical errors

that excite the increasing solution call quickly dominate the desired solution. ev'en

though they are insignificant when introduced. The Arctic lrorile, with its

monotonic increasing sound speed, is particularly susceptible to this effect. since the

mode shapes in this instance typically exhibit extensive evatese'ent regions.

To circumvent this problem, a modified int egration et, lod developed by

Baggeroer [I has been employed in generating tlhe ihode shapes ir.e,I.nted her,.

The h helbuiltz equauItion is first east into : stalte variable f , or set ri o Er(ier.

Treatin- tihe *t:le variables :s a re.ta:nuulgar ('artesian I r in. the l)ro )lu is IIin



transformed to a magnitude/phase pair of equivalent polar coordinate variable..

The differential equation for the magnitude variable decouples from the equation for

the phase variable and the boundary conditions take on rather simple forms. *) that

only the first order differential equation for the phase need be solved via shooling t

obtain the eigenvalue. Then, given the phase solition. the mode shape is rve.wered

by integrating for the magnitude and converting ba; k to the original variahle,. The

development by Baggeroer includes a Aeries of eonmwions .Pdxhti the proper

directions of integration for nunerical labili:y. This uplolta.h h,. -16o beent

sucesstully employed by Duckworth (20.

To ensure the greatest po.sible accuracy, the lBaggeroor pproaeh as heen

implemented here with a series of fourth order Adamns-Bashfi i lodieltr-eorreelor

integrators (121. A depth grid of 50W0 points is employed for the integration..

providing a sample interval of 1.2 m. The resulting mode shapes have been

normalized for the pressure field (rather than the veloity potential field) in

accordance with equation (2.9). As a test or the internal consistency of the

algorithm. the orthogonality integral of equation (2.8) has been computed for

different mode pair combinations at. several frequencies of interest. Typical

integration results are of the order of 10"4 , with the worst errors generally oecurring

either when the pair consists of neighboring modes or when the first mo&e is otie of

the pair. However, even in these conditions results as large as 10"3 are ol)tailled

only rarely.
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Figure 4-4: Shape of the First Mlode at. Various Frequencies

4.5 An Analysis of the FRAM IV Modal Structure

All mo(es with turning points above the nominml botilom (lelpth of' :ill m

have been Comluted at, the frequencies availabk in the vertical array (lala ,.el (Ihe

nominal sound spee(l at, 3800 M i. I-o m/see). Table .I-I iIlicates Ole numbr or

modes found at each frequency, as well as the nmler withl turning pointI above

2500 m: is discussed above, the moh(les conlributing significantly to Iit ,omiil riei(l

.at the receiver are all prolably included in this list groul. Figures .1-4 t hrouih .1-7

tisp l.y the shaltl.t' or the first four mo(les at so ie or Ili, rrequenti(,., rr whieli da::

is a':iilalh,. The frequencies chosen for lislplay were sel,,.ed so as to sIfm Il-(
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Figure 4-6: Shape of the Second Mode at \'.riou.s Frequenies

freqjuneits of inltere t that are not showln.

4.6.1 Mode Shape Analysls

The extent of a particular mode is inversely related to frequency. ligher

order mohdIe;lok similar to the fourth, but extend further into the water column

with a greater number of sign change.s. Their general shape is not far different from

that of Airy functions. In all cases, the albsolute maximum of the Imo(It' shape

occurs in the half eye immw(iately above the mole turning point.

As b)th the source :nd the h:rizont:d re&eiviiig array were (eploye(d it) :1

(ept iof or n, the vailies of tie various ilodte shlapts thtrte are of pirticilar
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Figure 4-6: Shape or the Third Nlode at. Various Fre qencis-

inlerest. Figure .1-8 indicates the levels or the mode shapes in dBI) at 01 ini for ite

first, 10 modes at Bi. 30, 417, mind 71 liz. As indicated in Chapter 2, it is tlies&' levels

which control the distribution of source energy in te variouis miode.s. Figiure ,I.

shows th.at, at, its 91 in deployment depth, lhe T ISTEN source drive.s lhe the first

mode mnich better than any other mode. The higher order modes., while exciled less

efficient y thn the first, are all drive, abott e(ualy: moreover, the level of this

plate:at a)pe:ars to be insensitive to fr(iequency. The .17 Ilz curve is sotiin.- ofr ti

:i101111v. in that at this fre(ieu.y modes 2 throu gh ( all exhibit ilk1 very d .1. to

the s( a re, depthIi (s e Fig' rts 1-4 thr otgh 1-7): this :..omilis foar O mmmliii iI.i.:lh l(. a,

levels of mod" . 3 and .1. lowever,. the higher ordir mod(-, at .17 I .still :ii.ear
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Fiunre 4-7: Shape of the Fourth Mode at Varikus Freqiesiites

to plateau at about the same level as those of other frequzenei".

Figure ,1-8 may alk) be interpreted in a different coistext. Imenum the

horizontal :rray at the FIIAI receiving eamp was deplo .ed to the sm:ill., )1 mu dept h

as the qouree, the (liscussion Aove applit, equllly well to the rlative or,,itivhx *r
the horizont;al ;array elements to energy carried by the v;rimis- modet.

Iromn Figure 4-8, it can be sn that the advant:iage in excitlil thatl tile firnt

Illo(It' po.sses over higher mIO(ite5 is a fuinct ion or frequency , Wiile hi ditri , rt, 'eve

is (Uite large in the tWo mi(l(Ile frequencies. it is miidh sm:ller :It lit' e o '. or Il,

fit,(Inl(.y ):nnd of interest. To highlight this effeti. IFigure 4-0 ha be Itn hid,,I.

This figitre displ:ys tie rel:itive :i(hv:iltn:ige oft liet firt modh over it, iiihi rilmu
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Fmeu MLY390 24MO m
15.00 Ht 14 7
17.75 Hz 17 9
20.00 i: 19 10
23.50 Hz 22 12
30.0011z 28 Is
35.25 Hz 33 17
35.50 [i 34 18
47.00 It 45 23
53.25 lit 51
55.00 l1z 53 27
71.00111 h 34

Table 4-1: Number of Mode4 with Turning IIifin% snive
3800 m ntd 2-100 m

miodies a function of frequency. The relative advamnoe f.rormI given in tiei

figure is a crude method of quantifying how much the first mde exte nd.. zihive

neighboring mode shape levels in Figure 4-8. Note the-slrong 30 dli peak at aboul

45 lh in Figure .- 0. About 10 dl of the plotted value near the peak 6. due t. the

uncharaterkily low levels of modes 2 through 5 (the n.les u,41 in it- aver:i

indicated in the figure): however. a reduoktn or the cen r l ik by even 10 fill

does not change the fundamental nature of the pkt. The explanation r iIof ro .. rr

at the extremes of the frequency range 4 straightforward. At the ioer Irei~te.rie.

it is the mode shape level for the first mode that is de.ereasing. rather thait ihow ofr

higher moles increasing. At the high frequency end of the spectrum (albtw. -0 lIz).

Ihe mode shape levels for xlts 2 and 3 finally begin io approach Ihl!it .r t irINi

iimd., agin clusing a decrease in the first moode relalive adv:tmtgt,. ItIi or IhI,-e,

effects can also he seen in Figure .1-8.

Two ilmaporta.t Conclusions must be drawn frmi Hin,rv. *I-x :nd I-1). Firm.

ate dplo)itoyent of the TII. E'I'N source heavily raoretd rir-NI mode &.\itimi. t s.

much :as 15 d13 or more in lith mi(dle frequtcies r the range. It is ma. milil 71 Iz.



Mode
1 2 3 4 5 1 '7 a 0 10

-103

A-30043

-503 a-*.E 15 HzG-
30OHz&-
4? Hz --

71 Hz -.

-60 do

Figure 4-8: SIode.Shiapv I.ew'Isa: 91 mi tr~ V:1ri(III rtjwiriiri.



rela fve advantage
2OloSdI#(91m)I 11+ I(1n]

s m

401 U6 6 76
Frequency (Hz)

Figure 4-0: Relative Advnaitage or the First mode over the Next
Four Modes at 01 mn versus Frequviiey

the high(-,- rr&'(tietieY available ill the vertical irray data set, that tilt scotid ;ttid

third mfodles begin to reach excitation levels e(jivalellt with that, or the rirst mtide.

-Seem~id. idc eqwually important. becauise the hiorizoi~tal array at PRAMI was deployed

to the samIe dlepth as the souree, it was als) heavily hbiams( towards tiue riNm mIode.

SO nine1h so tha~t da:ta1 taketi fromi the horizonital array lhydrojpholltes u1iii1t be

em)tsideredl to be' almos~t comiHletoey (iomIi:te(l l)v rirst mIodle chiarat erist ive. W~hile'

this L'rre(ct Wa~s ailt icipated. its lim-ii e i s raither -oirpri~ing. teviaull rtir soii

Jprop:Igmim4)1 rromi thle IhIISll'N sotirct- to the hiorizi oit :l atrray. whitre it ((5II-t iliti)
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play at both' the source and receiver.

4.5.2 Phase Speed Analysis

While an analysis of the mode shapes pro-'ides information about relative

level6 to which the source excites the various mode, an annly,is-r the horizontal

phase speedts provides much more insight into th, effe-ts or the various parts of the

sound speed profile on lite modal structure. This is because the phase speeds are

much more ,ensiitve to variations in the peofile than the imode shape s. Figure 4-10

provides plots of the phase speds for the firsL three modes of the ceutral Aretic

channel iu flit 0 it) M liz frequency r.inge. In general, these plots consist or three

regions: a high frequency region. where the node aire effectively tral)led it, fh.

surface dult: a transition region; and a low frequency region where the modlal

characteristics are dominate'! by the deeper portions of the profile. To emphasize

this effect, modal phase speed rtstills obtained fron the two sound speed profilets of

Figure 4-II are also plotted. In the-left hand profile, the effect or the lurrace hlct
has been eliminated by extending the prorile from tie 200 iI point t) tile surrace at

the gradient existing just below that point. It the right h:and pr)rfil. hile m.i-rr;et.

(luet has been retaiined and extended all th W:. tc the bottom of ti- water colzinln

in a similar fashion. The gr;'dient us.l here to extend tile lprorfile i flt .l,.

existing just I.ive the 200 ill point.

C;iven the results of the previous section that indicat the dominant role it

pla s ill tie transmission of soun( from tile TII''..N source., a sttidv or the first

mnod(t is of special interest here. As cal be seen inl Figure ;-I0. below 10 !I1N lilt

erect ofr tlit surfave d(ct ol first tmode i)rop:i tion is iludl. Front 10 ito 3o II. tlit-

iniode is in tr:ansition in t tht surrace diet. while alhove :t0 INz it ':11 beoi.,idt.rd

to he tr: pped il ill surf:ce dict. As flit- iihm lt ralls into ilt strra:c. dut-.. a
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significant reduction of phase speed (from about 1.160 m/see to about 1.150 m/see) is

evident. Examination of the mode shape as a function of frequency (Figure -I-.)

supports this conclusion. By comparison, the second mode does not begin its

transition until about 35 Iz and is not completely trapped in the surface duct until

a frequency of almost 60 Hz is reached. The center of the third mo(le transition

region is about 65 liz, but it. does not become completely trapped until well above

$0 iN. As the various modes fall into the surface d'uct. tite s)read in horiz.ontal

phase speed from those not, yet trapped becomes nuich teore pronounee(.

Phase speed variations have also been used to investigate the sensitivity or th.

results to the bottom characteristics. To accomplish this, the propagating t toifi r

Figure .I-2 is replaced by a hard bottom and the modes recomputed at 23.5. 35.25.

and .17 lIz. Measurable differences between the resultant phase speeds and those

computed earlier are first. detected at. modes 10. .30. and 11. res-pectively. All ite

modes exhibiting sensitivity to the bottom structure.have correspondling horizontal

phase sl)eeds in excess of 1500 I/sec, or, equivalently, possess turning points within

IM ill of the bottom. Thus, they are excluded from the set of moe(.s thotght to

most significantly contribute to propagation in the ehannel (those with turning

)oints al)ove 2500m).

4.5.3 General Observations

Comparing the data from Figure .1-0 witi thait ofr Fi-ire ,1-10. one oh.-rve.

that the frequency region in which the first mode is most dominanit (between outit

20 an. I li) NINCoincides witi it being the only mode trapped in Iie surrace (uel. It

.an then he concluded that any ,otUre (r r.ve(iver de)loyed in ili (huet is very well

Utived to tile ltl(les trapped there, but only pooirly intlced to ith., thai e',\tviid

oUt.ide. it. Ill "It'h a c'a.se. tilt- envir(nme tal m e rr,.ts thiitmost gretl art.t tlie
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sound propagation are those that are located at the top of the water column. This

is why parameters such as basement characteristics and bottom topography have

relatively little impact on the problem at hand.

In the upper layer of the Arctic, the only two significant environmental

considerations are the ice cover and range variations in the sound speed prorile.

The former is known to have a pronounced impact on the sound propagaltion. as

mentioned earlier. At, tle low frequencies of interest here, the O'ret of tht latter is

probably small by comparison for a number or reasons. Sur'face (uct range

vnriations influence propagation in the duct in three ways. First. they provide

density and refractive index contrasts that, scatter the incid(,nt so€unId energy.

effectively increasing the atienuation. However, this effect is negligih, when

compared to the scattering caused by the ice, which l)rovi(des a much better lcoistic

contrast. Second, they affect the way tha t Oi souree anld receiver couple into the

channel by altering the shape of the modes that are trapped in the (uct. Finally.

they affect. the distribution or modal energy by generating mode cou)ling. A review

of the coupling coefficients (equations (2.18) and (2.10)). though. reveals tihat their

size is primarily a function of the net change encountered in ite mode, ,h:il',.

Thus. both of these last two effects are controlled by the :imUiant of ide ,hi:t'

variation tihat call Ie generated. In general. it can le ,aid that the sh:pe, or t l th

lowest order mo(les (dhe ones which the source )rim:rily excite,) are very in,,,nsili',

to small vari:ations in the sound speed l)ro'ile. 'lheise i ode shaipes telnd to be more

(lepene(l l oil lie larger scale trends in the i)rofile than oin its det:iils. A chatu-(, or

as ntlh as sever:ai meters per second in soulnd Speed at .iny )0oint it' dl , vall

Swr, erfor, be expected to have only a very siniil :a rre i tow ili pht..

Sitiilarly. vrialions ill duct depthi of as nuciil :is (0 or 30 il are, ii,,t (\ ,rIh

,ign ivn:t. Sinev variations in sound speed tutei beyond them- vaItivs ir- miiik ely
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it is hard to argue that. range variations in the sound speed profile have an

important influence on low frequency Arctic surface duct propagation.

The above conclusions are very dependent on the location of the source in

depth. If the source is positioned below the surface duct, a much different situation

is encountered. Under these conditions, a large spectrum of higher order modt.s are

excited at the expense of the modes trapped in the surface (duct. The bottom

characteristics can then be expected to play a much more important rol, in

controlling the overall propagation picture.

TRISTEN FRAM

0

1000

0.

Joao-/ 13.8%' 1486.6 msec

a 40 80 120 160 200 240
RANGE kKVIA)

Figure 4-12: I)v'pt-e.st I? lay for the Tr, I.'I'NSlN/I;l\M ir:tmioii Iionh
.Note differe-nt ranlge and dpllh s'altS.]
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4.6 The Deepest RSR Ray Paths of the TRISTEN/FRAM Channel

As concluded in Polcari [7], it is at. times easier to characterize the

propagation in terms of a ray representation than it, is to describe them in terms of

modes. This is especially true of the deepest diving RSR rays, which correspond to

coherent sums of large numbers of higher order mode, all or which are closely

spaced in horizontal phase speed. Figure .1-12 is adapted from [(7] to l)rovidt- a

general reel for the characteristics of the deepe.st. ISR ray p:itlis for lIhe

TRISTEN/FIIAM transmission path. These rays are seen to exhibit horizontal

phase speeds in the 1.180 to 1.105 m/sec range.

4.7 Summary

The, environmental aspects of the central Arctic sound channel and their effi't

on the modal structure encountered during the FIZAM IV Efxperiient live Ieen ,

investigated. The water ,-olumn sound speed profile is presented in Figure .I-I. wi1d

c:n be assumeed to be reasonably stable over both time and space. The bot tomt

topogra)hy cretes major determninistic range depndelnel, in the chaned, 'lhe,

overhead ice canopy most greatly effects the atte.tiat lollr o(1:1 energy. Intl hais

little influence on the gross aspects of 11od1a structure. Ihe ino(e slha:p., :ind Iheir

horizont:il )hase speeds. The ex:act. mech:inism for the at tentiation illere:se is not

well understood.

The sound speed profile consists of three pi:rts: a strong surf:e du(it

extending to ibout 200 in. which is uni(Ie in that it is genler:ited by vn:ri:oii-10., ill

salinit v rither th ii temI)erit tire: i monoton ic iner...ing gr:ldient below thie stirrat.

(hit ha1:1t extends to the bottoll) it 38() i. :ui(d which is generally preI".rt

controlled: ud : I:semient for wHi.h soii, experihiet:i l, Ile gc(' d ie vic' I



structure is available. The profile is typical or that. generally encountered in the

basins of the eastern region of the central Arctic. Such a profile seriusly inereaes

tht. possibility of stability problems when solving the Helmholtz equ;Ition

numerically in order to obtain the mode shapes; special efforts have been made here

to avoid this problem.

An examination or the mode shapes reveals that. I)ecaise or the .ooree :and

receiver geometries involved, first. mode propagltion )lays i d(ominlant role in ithe

FRAM IV l:lta set. It. is exhibitel in the relative excitation levels or the various

no(les by the TRISTEN source, where the first mnul, is orten (lrivet, -it Ievv, uiort,

thian 15 dw a)ove those or other modes. Also. tihe sei1itivit 'if the horiz.,iil

receiving array to energy propagated in the first iltle excee,(l, its sens.itivity 1)

other modes by equal amounts. In general, the relative mode shape levels ror ligldwr

order m11odes appear to reach ai plateau whose level is liot very se uitive to the

frequency being considered. The shapes themselves are similar to Airy fuun'itions.

By studying vari:tions in the associated modal horizontial plse spetd., :I, I

function or fre(iueiey, the effect of the various parts of the entral .\r ctie ,, ind

speed l)rofi' on tlie nlodil structutre lais been de .uced. I:i;eh iod e v.anu be .,,,u it

tra usition from the deeper part of the profile to the surface (liiet with iere,:iin

frequency; for the first mode. this transition starts at roughly 10 INl. and is

completed by about. 30 lIz. The dominance of the first mode is intimately linked to

this process. The bottom characteristics do not appe:ar to influence the mllod(es

thought to contribute most he:iily to sound l)ropagation tlroigh Ithe .lannu&,l.

rih:ully. the deepest propag:iting RSR r.ay p:1is occur at horiz.ont :il pli:ise spetd in

the 1.180 to 1.193 il/see range: hIes represent coh.ereit sui ns ofr :ir.e mlill)er,, or

higher order modes closely spa:ced in phase speed.

III general. sensors deployed ini the Aretic surr:.t, due.t couple very well to



those modes that are trapped in the duct, and onl: .o<rly to any mode exten'ding

beyond it. This makes environmental effects that exist in the uppermost layer of

the Arctic much more significant. than effects located at other depths for alny

situation involving surface duct propagation. For this case, the impact of v'riatio)ns

in the sound speed profile appear to be small compared to that of the ice canlopy.

since the mode shapes of importance are relatively insensitiv,, to smAll challgn in

the profile. Sources deployed below the duct can be expeo.ted to elxhibit

significantly different, )ropagation regimes.
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Chapter 5

Modal Beamforming:
Theory and Simulation

In the three previous chapters, the preliminaries necessary for "ilmig:lI

beamforming" have been reviewed. The source iodel has been dise.,setl: the

available receiving arrays have been studied in detail: and the modal structure or

the sound channel his been carefully analyzed. This chapter draw. Uon il, ne.s

of all of the three previous chapters to study the various mathematical algorithm.,

that, might be employed in the modal decomposition or a nrrowl)and sound field at

a receiving array. Such decompositions are clote analos of the nelihod(s used in

traditional plane wave beamforming; fron a theoretical viewpoint, the fundamnital

difference is the choice of the basis set on which the observtd sound field is

decomposed. To emphasize the similarity, the term "modal beamformingo is used

here to refer to the modal decomposition procts.s.

In )l:ne wave beamfori1ing, one atteml)ts to t1easiire the spati:l struture of

a narrowb:nd signal field by estimating its tllree-dimensional sa)tial FoIurie'r

tra sforn, or w:venulmber spectrum. In ni(xal beaniformittig. I lie estimate is or a

tratn.sform that is only partially Fourier in nalture: a Miodal tratsform is intmtad( used

ili the vertical dimension. From a practical viewpoint. e:ch of tlese ch.ices

posses.es distinct advantages and disadvt:uit:ges. The pure pl: le w:ve

representat ion is very simple, yet very general. re(uiriig only limited it po'inri

knowe ge or of lit. :ra.teristies or tilt prol):pg:tion .h:uiel. Thi ml:kes it :a %(-r%

robust. .ha u ,l-idid Iit l)r)(d'(luhre. vdditi:ily. flie e,\ I,.'iNl)( or

texl)ri'ui('e from. othlier discillin., il on Ihlt use (:nld muist. (r fl th. Iurii.r tr:i.sror. ik



directly applicable in the study of performince issues. Finally, the eyienc' for

efficient computational algorithms for evaluation of the transform (i.e., the FFT),

enhance the desirability of such an approach.

Unlike Fourier decomposition, modal beamfornming requires intimate rir~

knowledge of the propagation channel, so that the rmxdal structure needed to

implement the algorithms can be determined. In many respect. it may be thlo'tght

of as a beamforming approach that is tuned to the propagation chainne'l inl which it

is implemented. As discussed in Chapter (3, modal beamforming is also lesforgiving

of errors in sensor position, particularly when these errors are genernted by tilt inl a

vertical array. The added sensitivity and decreased robustne.v of ,I modlal approachl

-ire balanced by a number of benefits, however. Thet most important of tlhem-t is thle

very efficient representation of the received signal field provided by tile moodal

decomposition. This efficiency has both mathematical and physical aspects.

Mathematically speaking, the modal representation provides a coo it bly in finite

basis set as opposed to the infinitely (lenie set of plane waves: further, this modal

basis set can often be imnitedl to a snmll number of siguificnatl mit rilhig motlt's

with relatively simp~le arguments (such aIs tOse. preelifed( ill Chapter 2). l-roiit a1

physical viewpoint, tile mclal ap~proaIch is inl some sense thet natural deeoipitition

to employ, liecaust, it rep~resenits a direct eigenfunct ion repre.'nt it ion or tilt moundc

field.

Th'le chaipter st~irts withI the (lrivit ion of modail beaniformt'rs inl :I gene-ral

sense from thle p~rinles of least squares est imat ion t heory. The modal vequivalelis

or two Jpoptihir plante waive beiforming techniques are dleveloped: spa Iial toiat elie

filt ering: anid maiximum l k lihlood(MlAl :11gorit bin. EAcla or i lit~emeth. nivaitia Iw

imtplemnen ted ill either :I single beam i or :I mult iple henuin vairinu o. Iproviitl o :1 tota:l or

fou r d ifferenit a lplronalis. A compairisotn or tilt. Tour is iiimtle toigh ligli diteir



theoretical differentes. Two issues then remain. The first is the questlion or relative

performance, which, because of its complexity, is studied in some detail. The other.

which is closely related, involves ihe proper mlettion or i modal source model.

Both of these issues are investigated using simulated data in addition to theoreitial

results.

The theoretical developments presented here are covered in the litera.re it

varying degrees. The fundamental lechniques of least squares e,timation thtiry

have a rich history, and any number or good standard referenees are available: one

sch example is Lawson and Hanson [-19. References which deal with direct t, itId

amplitude e timation techniques are limited. Ilinich [111 Iir., proposed the multiple

beam MI.I Algorithm derived here, but. did not applied it t) actual daita. Shantg.

Clay, anl Wang 1751 develop the multiple beam least squares algorihmt and apply it

to data generated in a laboratory seling. Signal )rocesing aspetes o( the algorithlin

()articularly performance issues) are not, di¢ussed, however. While Ferris 13:-1 me-.

a single beam leasl. squares algorithm ;o make modal amplitude estimate. from riel

(lata, his experiment is purposely structured to avoid the rul modlt dt.'onploition

issue. A -imilar a)l)roach i6 taken true or the tow t:ank experiment or I Idh:ek.

Tindle. anaid Mlair 1441.

More rese:arch h:is )een completed in two rel:ted areas. one 4,r lte,e :area, i.

the stidy of the plane wave equivalents to the algoriihins inve.,tig:a ed here.

13aggeroer [2j )rovides a comprehensive reference oai pl:anae wave beanriormiing.

including tle .NI. :ip)ro:ch, which was origia:illy introduaced in tile vl:s.ic paper

by (':apon 1101. Cox 1211 am.ilyzes tlae perforanct e of MIAI pl:nt' ve

be:nnmfioramers in (let ail. Sda weppe [7i1 "tluldies lil t'lel'pt or intalilt'l ,e amh It :,,I

sqatmlr(,' he:iarorauiiag. F~ia:lly, a re'enat palper hy Hl:y. l ip:. :anad Nl:ai gim n

1:I3] prt)vidt-s furlit'r iansight inato tlt relt, :|iuaa lhiI) hal t'eat l lhe It':,a %(jta:mrv, :andi(



NIIAI approache..

Related work, much of it recent, can also be round in the area that has come

to be known as ematched field processingo. The techniques of interest in th6 iel(kd

are not directly involved with modal decomposition; rather. they use prior

predictioris or the total signal fiold to generate direct estimates of source

parameters, such As range and depth. However, their performance 6. runintienially

linked to the modalI characteristics or the sound channel in which they are

employed, making them or much interest in the present effort. Clay (11 first

proposed the use or matched (fid processing; this; work alse fornis the hasis rr
Chaipter 7 or Toktlov and Clay 1701 and Appendix All of Clay ind \medwil 148 111 a

more recent paper, Bucker (0J proposes a similir hott more robiN, ,clivine. I littich

dlevelops aIn IIA! agorithin ror source depth estimation [0]J andI studies the.
problem or the optimal array locaitions for making such estimaites (.131. Ileilnwyt'r.

Moseley, and Fizell [.391 hive completed detailed simiula-t ions or matcheled rieldI

lproct-,iig in a Pekeris waveguide, while Porter. Meiw;. and Fizell (701 have donei

simil.ar work for a dccl) Pacific channel. Fizell and Wale., 1:111 have hand m'smv

p~relimiinaIry success applying thle teclaiiquent to ;ltwtil field data furomi t he Arciir

Oceant. Finally. Shatng, Clay. anid Wang 1751 have proposedl . related (I )m1

So0th more simpillistic) app)1roachi for passive sotirce ranginig.

5.1 Development of the Least Squares Modal Beaml'oumer

T'he thecoreticA developmneot of the le:ist mquwres inwdal bv:uiioriwr is

simright rorwair(l. Let t(lie N X I coinplex vector P clentiote th li'c(Iti)lt-x :titit ~itide

oluserve(l :it t-aii or i lie .s en.,ors !ti il :trr :irm ter t*oiniitlti o r oiI%%, ort

itidrni t ire dleniod lmition :111(l rilt erinig diescri bedI i Sectiit ~ 3.1I1. lUor he it uiii'itii

:Is.ii lilt, I Ii:i P is :I c(J'Ist :1111: Ilie cI' t or tenimnri Ily V':iryiiiw voaIile\ :itiiildiiwl- ti'h'
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taken uip in the sequel. With the exception of the a."umption of time invarionce,

is then identical to p(I) in equation (1.5). Because E is a complex vettor, its

elements include information about both the magnitude and phase of the signal.

Trhe least squares beamformer computes the set of complex modal amnplitude%

which minimizes the total square error between the weeived presiure field ond the

modal source description developed in Chapter 2. This error may be quantified by

defining an error vector

The second termn in this equation represents the assuited smuarve muodel minia~u~riveil

in equations (2.33) through (2,M)8. A is an AlI X I time invarimnt comple vimiin

vector representing the resulting magnitude andl phase ostinmates for the amuplitude

of the A/ modes that, are being modeled. INote that the chokte of m~ is a modelin

issue of some complexity whose resolution is left to the user. The re.,11mltauut

perforimance of the process;ing is quite sensitive to) Ihe iprop~er seiection or ois

parIame~Cter. a%% investigated in Section 5.10O. The S X A/l eering uuuairis E is Ilt

sime as lu-it described in equat ion (1.4).

T'he lenst squares requirement is ihiat thle real1 scalar

Q = e~

= + ~-+P+

be mlinlimlized overa:ll jX)ssimek eihoices of t he A veetor. TheL ininmizai ja, vai

jierforinedl by v:1ri:I Iional caulciti~s. settinhg i lie rirst va:riaiion of t-quuaio (1.2) it)

zero. one obta:inls



OQ= 0 (.3)

-(A+ i + i - E+ E OA + A+(i i i+ !

which requires that

Assuming the Al X M matrix E_ + to he non-singular. equalktion (;..I) may be

solved directly to find the least squares modal estimator
A = ('+ . (.5.')

Such an assumption requires that Al not be larger than .\. This requirement mray

be circumvented by identifying the linear transformation in equation, (5.5) as the

standard matrix pseudo-inverse; the techniques for extending this coperator to tle

case where Al is larger than N are quite standard [.11. Such an al)l)rotilh l1is .1

number of drawbacks, though. the most important. being that the resuting modal

amplitude etimates are no longer linearly independent. Therefore. it is not

considered here. From a Ipractical shinll)int, the assuml)tio)n of not-Ni.glhriiV

a.lso raises the issue of fh tinumerical precision needed to ace'irately coml)te tihe

inverse. a qiuestion intimately linked to Ihe proper select ion of .1l.

An1 investigation or ale second v:riation deionstrates tha he solution re.ult

inl :1 mihinlum total square error if the E+ E U:intrix is poitlive definite (whith it

must be if it is on-singulir),

0*-2Q = 2. 01+ E+ OA > 0. .)

Tlie reid 1: to!il s(ii:lre error for tie be:Unirorner e:1 o ainl, by ,uz1)t itut i11u

eqlt :'im ( b.a) :'k ilto Iequ:ation (5.2) an ,ilii riim . vlihid r.nsult , in
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Based on equation (1.6), an estimate of the 31 X M modal cross-coherence

matrix may be computed as
s_.,=E VIA+ t.

where

is the more traditional N X N censor crosm.-coherence matrix.

If the vector P is actually time invariant., then the modual ers-coelerenve

estimator is redundant, since it provides no more information than the amplitude

estimate given in equation (5.5). On a practical bIsis. though, this vector f'l,ietitt.

randomly over lime. The application or e(plation (5.5) to such a I)roblent vtan be

jtstified only on an instantaneous bwsis. One em envision using. a time slii'e or (;ita

to form P. which is then transformed into the Complex mlodal :1mplituide etinw:ite',

for tht instnlt of time. Under such con(itions. equ:tiOn (5.5) l)rovidt .only an

estiiu:att or the r- doin complex amplitude time series of e:ach Iflodle. sine it

ilcl(let no1 averaginig. By contrast, equ:tioll (5.8) yields information that is both

more useful and more st:ible, since it iIlste:i(l estitu:ites the seeolltl order Spati:al

st:itist ics of tihe vector r:ldon l)rovess. -Since tie Lxl)eetd(l v:lue operator is ;ihiiiost

a lw:ys implemented )y t ellipor:il :aer1ring r:alher th:n t, ll~t, lllhh : \'tr~igili. . lit

ilicul:l .ro),s-eohere;im a t oillttr Imay ht, thioughit (r :,., :ivr:lgilg a ii llher or

estiii .t&t, or th imt rix A A. where A is det ernilit, od I : hist:lit :t, l :li,, basis
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from equation (.5.5). Alternatively, one can vie% the averaging taking place in the

computation of the sensor cross-coherence matrix, with equation (5.8) providing the

transformation to the equivalent modal cross-coherence matrix. The two views are

identical because the processor is linear.

6.2 Single Beam versus Multiple Beam Beamformers

As developed, equations (.5.i), (.5.7), and (5.8) define the mulliple beam letst

squares modal beamformer. This beamformer is exactly analogous to Sehweppe'.

multiple beam decoupled processor 17.11 for plane wave beamfornting. with Ithe .ole

exception that the construction of steering matrix U is different. While it is Ix %ihh.

to implement meultiple beam beamformers directly, a different approach is more

commonly used, especially in azinmuthal plane wave beamforming. A single plane

wave source model is chosen, so that M- 1. The resulting algorithm is then

evaluated repeatedly for various steering vectors, each of which corresponds to a

plane wave propagating in a different direction. One can develop an equivalent

approach for modal beamforming by again selecting .M1 to be I. and then making

successive independent estinales by indexing the steerihg vector over the mliode set

of interest. This implementation is called the single beam least. squares be mformer

in this thesis.

Such an approach has several advantages. Most iml)ortantly, it elitinates the

need for the user to select a value for M ,a priori. The resulting )roces)r is simple

and intuitive, forming the modal equivalent of a conventiotma I beamforinr.

Alte rntively. it may be considered to be a spati:l implhementation of tIhe mat hed

filter c'()tcept. Fimilly. the requirement that .11 he hess than N i6 relaxed. ,o that

(lIe is lnot co straitied iii tIt- numtber or difi rent mlloIe, t it,. ,hat ( I , be P,liii:, tud.

0 ;\s ]oln:Is ;I h Wi loAst' a m et or in lerest i. sailler Ilm, h lil iidwr (r "
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available in the array, the processing can be implemented by either approach.

Therefore, it is important to understand the relationship of the two methls. This

can be readily demonstrated with a simple example. Consiider a signal which

consists only of a single mode, with no background noise. Let the steering vector

asociated with the mode forming the signal be denoted by E. and let a be the

mode's complex amplitude. In this situation, the .ensor cross-coherenee matrix i's

1 ll E p (5.lo)

Assume that, the single beam least squares beamformer is stered to a mode

dirferent than tie one present in the signal. Let tile steering vector associated with

this mode be .. From equation (5.8), the resulting single beam least squares

estimate for the squared magnitude of this mode is easily found to Ihe

labi = l Ip 6 I' )l"

Note that when the beamformer is steered to the mode actually present in tle

signal. tile estimate in equation (5.11) is exact. When steered to any ther iode.

though. what is generally a small amount of energy (but need uioz nvees i:rily Ile) is

allowed to leak tlirouIgh. contalinating the estimate to a greater or der ehr&e.

Such behavior is equivalent to the sidelol)e patteriis developed in pla ne w:vt

Ieanforming.

Now consider a nmiulti)le beam least squares beamformer with .1-" 2. l.t

one of tile two mo(les include( in the Ieamfornler be tile mItode at.tillly jre,,ni in

tlw sigl: let the other he the s:lle lno(le t) whli tile It.,:Ill, ht.:-infrrmr i-

t red. The st eerin matrix for ilt int It iple eto :ilg rithIihi is tlen

E = [ E 1EbI (.5.12)
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While algebraicly tedious, it is not difficult to directly evaluate equation (5.8) for

the sensor cro,#s-coherence matrix of equation (6.10) and the steering matrix given in

equation (5.12). An estimate equivalent to that of equation (15.11) may be extracted

from the lower right hand corner element of W. When this is lone, it. is found that

Iah 2 = 0. (5.13)

The relationship between the single beam and multiple beamt least .qiares

beamformers is now evident. The single beam algorithm allows energy from onle

mode to leak into the estimates of other modes, while the multiple be iam algorithin

does not allow such leakage between mo(les that are included in the Ibaiformer.

The effect of the multiple beam approach is best dtescribed by saying that the

effective beam pattern for each mode to be estimated is forced to have a nll in lhe

direction of each of the other modes also included in the beanmformer. Thlis

eliminition of cross-talk and sidelobe leakage between the various modal etimates

represents the fundamental advantage of multiple be=au algorithms over t heir sitnil

beam equivalents.

5.3 Generalizations of the Least Squares Modal Beamformer and the

MLM Modal Beamlformer

rhe results or Section 5.1 can be generalized through the intro(Iuetion of

weidhtihm matrix W in tihe error calculation of e(juition (5.2). W i .V X .N. and i,

:sstiiied to be Ilermetizn an( positive definite. It controls tile relative ilpo )rtanev

of tle various terms that contribute to the error e\xl)res-n m. 'h'lle geraliz.,( fIrm

or e(lulation (5.2) is
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Q = e+ We ($.4)

-_ __- E_ _W dA-A I _HE + A _  _w  .

for which the minimum total square error is generated by
A = (+WE)-' - - (.15)

The residual error result, equivalent to equation (5.7) is
Q. = P+ [E- .+ E- + . p, .,o)

and the modal cross-coherence matrix estimalor becomes

The choice of W is somewhat arbitrary. The results reduce to those or tlit.

least squares beamformer if W is chosen to be an N X N identity matrix. Other

choices are possible; the discussion here is limited to the selection oftei Iilade in

high resolution beamforming

W -7N (5.18)

The motivation behind choosing the inverse or the sensor cross-coleren.e

matrix to be the weighting matrix is quite simjple, but the iml)lementat ion of stidh a

choice is rather complex. It theory, one desires to weight observations mad(- oil

sensors hiatving low noise more heavily than those encount ering high ,noise, I'v,,k.

()viously. if tlie noise is nicorrelat ed bet ween stnso~rs and lha-s tli : i, pif', l r

(vari:an.eP) att :all the hydroplihone.s. Ilien selecting W to I be tie id(,tity iv :ri\ i.



reasonab~le. For spatially uncorrelated noise that is of varying intensity at different

sensors, it is appropriate to choose W as a diagonal matrix with each non-zero

element being proportional to the inverse of the noise power seen at the resptetive

sensor. Such a selection most certainly weights the sensors receiving low noise levels

more heavily than those receiving high noise levels.

For spatially coherent noise, the concept is naturally extended by idetiiyitig

the weighting matrix with the inverse or the full sensor cross-coherence matrix in au

condlition where no signal is present, so Ohnt only noise statisties lire mniesured.

Finally, it is shown in Appendix A that the results of equations (515 nd (1.17) are

invariant to lte inclusion of signal components in thle weight ing mantrix, mi thait t he

full sensorOFeoss-coherence matrix may be used it, once*L or just its noise p~ortii.

This invariaiiee is very imotat since it allows in sitea adapiltive& estiantes of ote

weighting matrix to lbe madle without requiring p~rior removal of the signal rromi the

noise. To be valid, it does reqjuire the assumpltion or stmitisfical. independeitee

between signal and noise, though, which then leads ito the issue of coherenit

interrerewev. This very sigiieanutt p~roblem is add~ressedl at lenigthI in the sequel.

Thie choice or W indicated ii, equation (5.18) allows equautions (515) (li (5, 17)

to he recast in miore recognizable forms. After simplification. One Obtain.s

A (~ ~ ') E -1  
. (5. 11))-N

J.

§NI_- (51.20)

These ts aire the modal a nailog of %wit is known ais the N IU al-ii ont : thet

iatilt minim urn eerg miethodl is also comumonly used. I-Nquut ionts (5). IW1) antd 15.20)

uiiv he d~erived in a niumtber of dliffe'renut ways. each of whtich provides i uuiglut into



the properties of the solution. The name "NILSI algorithm" tomes from tht, fiat'.

that, the solution is the maximum liklihood estimator for a known signal in zo,..

nivan, spatially coherent Gausoian noise. It can also be shown that the ..olu'1,:i

pro ides th maximum SNR processor for a signal in statislitally indInd kt.

coher .i lotst..

"rh . IM algorithm just derived represents the modal analog or the full

m,,!dip. he:itie MILI be:,. rormer. It. agrees with the result nf Ilinieh (42]. who

al)l)roa'lhed the problem frtc-, the perspective of a maximum liklihoxl t-im:tor for

aI signal in Gimsi n noise. The algorithm ean lso be implel nted as an awnlo or

Ihe single heam least squares approach. where .11 is chos., a,, I and the reu.,hin

processor is repeatedly evaluated by indexing the steering vector E over the mode

set or. interest. The relationship between the single beam and muthiple I):1ii

variants or the MINI. algorithm is identical to that or the two hean.t squares

approac.hes, in that the efrective beam pattern for each nitxle included in the

multiple beanm algorithm is forced to have nulls in the direction or all the ot her

modes also included; such nulls are not generated in he iAngle he:11 MINt.

al-orithn. This Iu~l generation has some int eresting collsequlence. for NIIAI

algorithn )erformalnlc'e. These effects are discussed later in the ch:apter.

6.4 A Comparison or Modal Beamrforming with Plane Wave

Beamforming

As is ap)parent from the I)revious discussion. the most sigaairieant (liffr reriiev

htvt, :i no(:l beamforming im)Ilenitlatloll :an1(d titore t raditional i)laile wave

inethlods i., inl lhe colnstrulctloll of lhe s..eriig Inatrix E. If ,iie consi(hrs ithe singl,

blall ciiase for shii)lhiity. lit' steerilg vet or rtquir, d for Ihe dhlteti(h " a Ijlane

wave travvliingr with w:avtitzniler vetor " is
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E - ' , (.2I)

where ?. is the three-dimensional position vector of the it sensor with respect to

the receiver reference point. For the plane wave case, ; has a magnitude equal to

the wavenumber, and a direction that is parallel to the direction or )ro)agation. It

also i6 three-dimensional, so that it may include a component in -. l&enue a pnl:nin

wave is homogeneous in amplitude across any )hase front. the t.ri ofr list- ,eeriuK

vector all have unil magnitude. The phase or each term in(licales the ri'opensiaiti

oeees.sary to correct for the phase accumulntion or the wave in its. travel front the

receiver reference point to the sensor.

By contrast, the steering vector describing the nth mode is

* m .. ) e-j,,n.r'

where 6H() denotes the shape of the mode, and ;M is the hori:ohithi wavenuihiber

vector associated with the mode. s,, has a length equ:al to the mude's horizottal

wavenumber and a direction parallel to the horizontd direction or )rOl):gationt. fi

contr:st to tlie plane wave case, both the waivenumber vector K 0111d the )osition

vectors 7, are now restrieted to just the two horizontal (limensions. .. lo, the Ilodai

steering vector elements are non-uniformly weighted hbv tle size or tihe miode .him)e

:t ew:.i -sensor's de)th. lh"e two dil'rr,.ces are iti(alive Jr tihe rat t ht tile

tr:n.orin used iu the z (lirectlo) is nolial r:ther than Io"urier.

It it (Jr intertrest to specia i ze th i i st, resti it t le . - or . horiz.oilal arr:%. I"oJr
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such a situation, the depths of all the sensors can be assumed equal. This akes all

the om(--.) in the modal steering vector identical. For the plane wave steering

vector, it also ensures that the phase contribution of the : component of the

wavenumber vector is constant across all the array elements. For a horizontal

array, therefore, each modal steering vector can be considered to be related to an

equivalent plane wave steering vector. The only differences between thee two)

steering vectors are a scalar phase factor and a iealar magnitude factor. One vanl

easily compensate for the effect of the magnitude scalar, since it, is equal to the size

of the mode shape at, the horizontal array deploynient depth. while the )llse .,valr

has no effect on the modal crom-coherence estimate, which provides only relative

phase information. Thus. for a horizontal array, plane wave beamforming inl the

vertical direction provides information which is equivalent to the modal amplitude

estimates of direct modal beamformcrs. This observation becomes importalnt 'in

Chapter 7, where data from the horizontal array (which is processed with )l:ane

wave beamformers) is compared with direct modal beamforming results front the

vertical array.

6.6 Estimation of the Sensor Cross Coherence Matrix

The beaimformers used for tlie gener:ation of tle data: presented in this lsheis

are fashioned around estimate. of the modal cross-coherei'ee matrix (eqalltions (5.8)

an( (5.20)) rather than the estimates of fle (lirect cE)ll).le'X 0d1 a:ml)litudes

(eluations (5.5) and (5.19)). There ar. several reasois for selectling this approach.

As dis.iise(d ii Sectoion 5).1. the 'cross-coheretce matrix is rel:ited to tilie friidam:.mial

st:ti..sti s or the ranidoim :mpli(le l)r.weses. whras (lirect : mpil(e

mn,:isuremieits provide (at a only about :I single re:aliz:li oi u te lh.se pr.,e,. 'rlihu,.

Ihe roriiwr can Ibe considere(d to I)e somewhli lii irn- st:bhle lhm:|llth. t i It er.



Additionally, the crows-coherence matrix estimitor is slightly more efficient

computationally, because its implicit averaging reduces the number or data ioints

tha must, be processed through the beamformer. Finally, the matrix estimale

provides direct measurements of the coherence for the various modes in its o fr-

diagonal terms. The only information lost in this approach s the bsholute phase or

the received signal, which is of no interest here.

As written, equatiorns (5.8) ind (5.20) depend uImn the sensor ero ,.,o-ehene

matrix . which is an unknown statistic of the random propagation i)rohlm. In

practice. _.N is first estimated over a finite window or dat,. and then this estiui:tle is

su)stitutLed into the equations in place of the true sen.)r eross-e -ieren.e mnalrix.

Typicaly, S would be computed by integrating over the band or fre(lu nci s

containing the signal. For discrete time signals that have been coml)lex

demodulated, the calculation may be written ai 1101

kNik= EJ X'V(11) .'V(1,), 15. 2 3)

where -.2 + I is the banldwi(th of the signal and Xi(#) is the iTT f' or (a). tehe

coml)lex Il)reproesed time series rtweived :t the i'h e1.*)r.

A somewhat simpler )r)cedure ."ty be used i thlie present situ;Ition. l:Ie. ie

of its n:irrowb:ind natutre, the signal may he assumed to reside in only a s inagle

frequency bii. 'te l)rel)roet-,ed time series from each senasor may thena be v'iewed

as successive etim'ates of that bin's co)l'x :mnplittide. sinee the digital filterintg

employed is very narrow atd euts off quite s-harply. For tlliv.e coiditioia. a nat ural

Ist iii:ntt ' or tlie seisor cross-'ieOrn.e Inatrix is tie direct time :aVer:iae

.0. 1 511

!,E.~ ) ;()
• I =
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This method has the advantage of not requiring FF'T computations in the

eAtimation procedure. The two ipproaches are easily shown to be equivalent. If the

sum in equation (.i.2.3) is extended to cover all frequency bins generated by the IF'IT.

then the results of equations (5.23) and (5.24) must b* equal by Pariseval's relation.

Since the narrowband nature of the preprocessing ensures that. any energy

remaining in frequency bins outside of the 12.5 mhlz analysis bandwidth is

negligible, the resulting estimates must then be the same.

The replacement of S. by an estimate raises the istte of bias genterali.n in

the estimates of _ This i6 not a problem with the least squares al-Orillis. .inele

only linear Iransformations, are made on the unbinsed estimnte or tile sen,'or vr,,-

coherence matrix. Such is not the case for the MNI.M algorithms, though, beealule

they involve non-linear inversion operations. Both Capon and (o hnlmn 1111 Ind

Scheer 173] have inve-tig:ited the resulting bias in .)me detail. \Vhile thi- is

generally a matter of some concern when using .MI.I algorith:s. the coherent

interference prol)lem (to be discus-sed presently) eauses such large error., in thi,.

ap)lieat ion Ih-t the bias issue may be considered moo here. None Olte It". it

should he noted Ihllat, in general, ab.. lute levels returned by MIM algorithms, mu1.!m

be corrected in order to guarantee quantitative validity.

6.6 Performance of the Various Modal Beamrformers

The previous discussion defines four ditfereit Ixssille apl)ro.ael.L', to the modaul

eaiormiiig prob~lem. These nppro:ehes :ire:

1. Single henin: est sq~lures (conventional) imo(dki I e foriuig.

'2. Nhtiphlile l:ii e ast s(qu:res modal he :iformitag.

:1. '-in lph, I .. modal bemdtformiuig.
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u. luiple beam MlAl modal besmforming.

Judicious selection from among the various methods requires that 'heir

relative performances be s ed under conditions likely to be encountered during

the actual data reduction. The next several seetions address this ta.k. The leng-h

and complexity or the discumsion make a short, overview of the eventual oielllii44s

in order.

The theoretieal perform.:',ee or the single heanm let squirt-.r e emortiur is

inve.stigated in next section. This simple approach has two attrictions: it is ea v It

impleulini; Ind it L quite robust. However. even fundatmtit:1 Ihertirial

eileulaitions dettinstrate that the FRAM! IV vertic;d array alls mly oh. rirot

mxle to be reliably -estimnated t the lowt , fre(quencies of interest. Sutid

performwee is clearly inadequate, so that the other ilgorithms timiit theit be

considered.

The two MI.I allgorithms. are investigated in the following Section. Mode

coherence is shown to be a niajor fetor in the performnane assessment or Iih lthe.e

methods. The single benmn algorithm is shown to he theorttiahl:. superior to the

multi)le he:m :lgorithim ir he individual eous ti. mltodes thait make ulp he igii:l

are ieohieret (I)phae rand|om) with respect to each other. This amethod would be

he i)roce"-or of choiee for suech a situation, sitice it als) ofrers higher reso)lion Ihi:n

either of the least, squnrm; npproaches. One or the most signirie:ni c.niican t,,iuii or

Chapter T is that thie received motie Iriel is highly cohierent in the .r'lie. thiough.

Indleed. somet preliminary indications or this ei onhisioin h:ve ;tlre:,dv heet Irese i itl

in Fiires :-0 ihrough 3-12. For :, sigii:il rie'lhi t'oistlug tr rvohl.riiut IiiotI-.. hi,,li

lit siuih' :usi dutl It 1 i eh1' l :up NI1 :b nu'rit hM llt'rlrut iui:ihejulu I vl. w liit :lll1lit',I

itt the veriiell arr:ay data: . :it h Itoug hi ty : . still Ie suet'.-r, ll. lii i ,, ilit.

iirizil: array d:t:. rhis i,.,t, is dl usu i on! i t, ngt I. ind it iI iliii, tr ti ,',
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that the fundamental cause of the difficulties is mutual coherent interference

between the various modes.

In the final section, the multiple beam leas . squares beamformer is studied.

This approach is shown to poss e somevhat better reolution than the single beam

least squires proceor and is not affected by the coherent interference i.sus th;t

pligue 'he two MI.I algorithms. Therefore, the multi)le beam leit sgltar's

method is selected for use in reducing the vertirsal rray dita.

5.7 Performance of the Single Beam Least Squawe Beamrormer

The fund.mental Lmue involved :n any is.esstient or the Iperforiniatc or fel

ingle beam leit :qualres beamformer is its ability (or inability) to di..,tngi.-h

between signal energy propagiting in different modes. To invetigale this ts-tion.

Figure -i has been piterated to provide A measure of the theoretieal nm(il

re.,olution that, can be expected from the algorithm. This figure consists of a

contour plot of a surface, the height or which repre ents the output or tlit

beaniformer for nit array consisting of the 18 recorded elements or it' rIt\M IV

vertical array. The verlieal axis shuws the itiode which the ,e;anirormer Ls to detect

(or. in a more traditionnl parlance, the motle to which the beln i fortter is steered).

while ihe horizont al xis indiatts the one mole actu ally I)resent in th i aririv:illv

created sign:il field which the beanvformer i; proce-sing. The th-oretical output or

Oe beamforner for each po.,ible cotuibigua ion of the ;node actti ally prtstt .1n1d t ie

mi1ode steered to is used to defileit' thesurfrave. which is fhe,,coittotired 1l :il n (M-vale

( 1.3 dli per contour). The first 10 modes (if the :0 IlN iuode St Iniv, be'tn ud in

he1p rentlltion or Figure 5-I.

ii :inal!g, to pl:ine wive he:tnaironing in htiring. ent.la h-riyoniM ,I ,-

0 . t't't lll or" Figitre, 5-! m:or I, t.n,.il, rt.I to hbe Iih' mtb )il:ll hc,; inn Im:lt:rul i:I i-
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obtained when the array is steered to that particular mode. However, it. mus- be

stressed that the mode domain differs from the bearing domain . 'lng

fundamentally discrete in nature. Thus, for this and all other plots ha" ..g one or

more axes indexed in mode number, the results shown at non-integer values or mode

number are only linear interpolations bet.ween the true data, which e.ists only fo~r

integer mode numbers. This technique of displaying results is u.sed so lhat larg,,

quantities of information may be displayed in a compact manner. To enplha-ixe the

discrete nature of the data, a dark grid has been added t) the )lot at integer values

of the mnode number.

The calculalions displayied in Figure 5-I are thleoretical in that they have, been

comluted with perfectly known mode shapes. sensor poitions. ,and sensor ri,-

coherence matrices. In particular, oninplications caiused by the sub.itii o r ain

estimate for the actual SN matrix have not. been considered. The ero.,-eohwre.,e,

matrix used in the computation of the figure consists of one mode ,or unit aml)liltide

in background noise that is spatially white, i.e.

-- Es + x l~* 4. 2 1

where

here E, is the steering vector of the mo(de indicated by the horizoltal axis. 1lh:it i,.

it is the particular column of the steering matrix E (efitied ill equatio (I. I) tliht

(l escribes the mode assumied to be pres..nt in the signal field. x is tle invt'rw, or the,

effec,(tivye mnodal shinal-to-noise ratio: a value of I0-:  has het-, ti,,,d in lhe -;,,i,,roioi

of Figure 5-1.

1\ l)eIainforinr of perfrei resolution ,vould create a ride Or 0 I (ilt ut'.,i tliii

Ow najoer dinigOnal of t he plot. This rilge w ld be or narrow wr ,,-.,.i with
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Figure 5-2: Theoretical Modal Sidelobe Pattern - 417 Hz Single Beam
Least Squares Beamformer for 45 Modes (a!I 18 elements)
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Figure 5-3: Theoretical Modal Sidelobe Pittern - 47 Hz Single Beam
Least Squares Beamformer for 45 Modes (top 9 elements only)
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the output immediately tailing to it floor of about -30 dB (the level of the while'

noise included in the crosscoherence matrix) for any off-diagonal points in the grid.

Figure 5-1 shows quite graphically that the single beaim least squar". miodal

beamformer 6s far from ideal at 30 lit when applied to the FRAMI n* vertical airray.

The first mode is clearly resolved; about 20 dl) of separation is observed between it

and the second mode. To lesser degrees, modes 2 and 3 can alio be separated. with

about -10 dl) of leakage between modes *2 andi 3. andi about -T d113 between nitdes 3

and 4. However, all modes beyond the third can Lie ,wen to be fundament ally

unr"-olvahke with the available array. For example. the sidelobe be'tweent muide. 4

andI 5 is, at best, dlown by only 3 dB;: hence. energy from either miod, .1 or mode 5 is

cipible'of generating large output. levels when the beamiformner is sleered to mode I.

It can be concluded that the single besm least squares modal beamiformner is

theoretically capable or resolving no more than 3 modes at, 30 IN. The reolitie, of

deailing with actual data can be expected to degrade p~erformiance still further.

Similar investigations at, other frequencies indieate that lte algorithml cani

resolve only a single miode at. 1-5) liz, 5nimodei at -IT liz. and only about 8 itioes even

-it, 71 llz Figure 5-2 displays the results for the 18 element. or thle FIIAN \

verticail array at 4T liz. Note that, thie range of mnode.. dlisplalyed in Figure 3-2

extends to 15 versus thle 10 dlisplalyed in Figure ;5-I. This is dlone to (leiInotraite the

dlifferent forms of aliasing that1 are possible. The major modal sidelobe., o.erved inl

Figure 15-2 call be dlivided into two types. One typ~e is a general broadeninig or tile

central ridge with increasing mnode number. The other typ~e is a1 genierail banding

that occurs ait right, aingles to the centralI ridge. aind is p~romintent at highier mode

nom hers.

Thie hroamng oif tile vent ral pea:k sidelohe struet ire inl ['igmirt- -- enu he

a11ttrib~uted to tile' prolem of inmdequmale array ltiga Ii. :1.,luw ill I-igare 5-3. Tli i.



figurre has been generated from the 47 lit mode set in a fahion identical to that

used in the creation of Figurt 5-2, except that the bottom 0 elements in the array

have been excluded from the beamformer, effectively halving the array aperture.

Tile resultant, large increase in the width of the central peak is readily observed.

In contrast, Figure -4 has been recreated from Figure 5-2 by eliminating

every other recorded sen-or, rather thin the bottom nine. The number of svors

h;s again been halved. but now in such a way as to retain lie total arry ;jpterttire,.

As expected, the width of the centril peak in Figure 5-1 is romp:rable with Ihat or

Figure 5-2. However, the Xand;. o6bserved at the higher mode has ntv mo1ved

Iown in mnode number. Thiz -Ay due to an inidegi te sensor Iopulation it

the available array aperture. ,t the patern doe not occur until iout or itlt

of tile injeeted mode number , bimniformeJd mle number i6 grelmer than the

numiber orsensors in tile vertical 119 in Figure 1-1 and 0 in Figure 4).

To better underitand the causes of the two typef iliasing. one t. ust rir.t

consider how the beaniformer works in a lphysie:1a Sense. In t.es elnce. the single lnli

least sqlures algorilhim uses the elenei of the vertical array to efrect a finite .,flir

:llproximltion of it e mode orthiogonality integral (esuation (2,8)). nie :mlltii o.r

:ali:asing is an iiver.se easure of tile effectiveess of this stiisu in, ilpr il:u inK I he

inieral. Tlxi great :ti inter-swtsor .eing rel.,lts in mItderampling lilt- :ler urt- of

lit :rray, which, in turn. causes ali.si. g simil:ir ito tha:it genttr:td whti i litle

,series i .'; smIlh(l below tile Nyquist rate. "his type of aliaising generally otiirs

i)etwe.'i mtodes of sigif ic:ntil different Itit ttll numer. :s is (let l ratied by lite

bandin-, effr,'t it generates. OIl tile other h:nd. :a ver tic:l array :alitrir, ar

hin:tl' a ta. gh t':ti a tll Ca llse signifienlit ptirtlhoiis tf smlm , (or lilt. iiit. .Iiape,

iaa\-u-it)d n. he xdid tromt ite ilt t'gr:iatiiti. ali * v at,:ltlinlg ium:ni, r.i It

ii is :i,, I11ilih,. it is gnil'rall illtlh, Ih ll :rt, '. iit in lodt' ll il' I:lI I.nk
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most similar; hence. this type of alias!ng primarily contributes by widening the

central ridge oa F"iguret 5-1 through 5-4. A study of the mode shapels pre-sented in

Figures -4 through 4-7 verifies this conclusion. At every frequency. the firl mode

not resolved by the single beam least squares algorithm is also the first to have a

significant, portion of its mode shape extend below the 090 m length o r the arrmy. In

some respects, the two types of aliwing sre a lso akin to the local ver.sus gloil error

problemns enc.unlered in targel detection and "timlation theory [,421.

From the above discu.sion, it becomes obvkus that. in the frejti ,nc% r;lnpe or

interest, the modal resolution asailable from the FRAM IV vertivul array 6.

fIn\111nmntilly limited by its length. At the lowest rreuentit.' availalble in the Ilta

.et. not more than a single mode can be resolved by the conve, ttimil ')Ii;1l

matched-filter; even at the highest frequencies in the data s., only ahomat I0'; .r

the modelt thrt ,ilht contribute signiricanty t) the received fivld vea be resoIved.

Such performanee is clearly inadequate, requiring consideration or higher re oletion

modAl beanforming methods.

6.8 Performance of the MLM Beamrormers

6.8.1 Performance of the SinlIe 13eam MLM Beamformer for Incoherent

Modes

\i\'e al)l)lied to I)lale Wave beiinfortiiig. tie .IIAI al 'rithot is normally

Vtoliidertte(l to be a high resolution :lternl:tlive to hl:isl re, (e-mint ioiil:il)

be:mitiFrlliig. Froit a theoretlial viewl)oiIlt. : siiiil:ir iierpretti (3 e:in be ln:iIe

for imd:il bealfortitilg. Thik is illustrattl in Figilre "1-5. Tiw, t, , o,,r pot

i-ld:vlyed i, this rigo ir i, iteti ':l to th:it o ( leigitrt, 4-I, ,'tpji ro'ar i h. :1ig riihli

viji.loytl ii eoimptilim t Ale +,ie lobe :i 1t ers. lere. it i, tht tlhu ,rviiI- i jili l aIr

O t lit' sillIe ht:in ..IIAI :llguri h ii it 30 llz dhit is show. ratlher Iliai i h, ,illim or



Figure 5-5: Theoretical Modal Sidelobe Pattern - 30 Hz Single Beam
MLM Beamformer for 28 Modes (all 18 elements)
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the least s~loAres algorithm displayel earlier. The same SNR as used earlier (30 dBi)

has been asumed in the generation. of this figure.

The result displayed in Figure 5-5 is very clo.se to that of an ideal md,1

beamformer, 4nd provides the motivation for investigating the MILM algorithm in

modal decomposition applications. However, practical issues involving the

implementation of the proce sor typically limit this ideal theoretieal performance.

In particular, Figure 5-5, like Figures 5- through 5-.I, has been computed using a

perfectly known sensor crob--coherence matrix, To measure tle the effect of ui-ilig

only an estimate of the +. matrix, sets of synthetic datai have been cremed and

processed using the single beam MIA algorithm. The l)rxesed outplut for one of

these dait sets is displayed in Figure 5-6. This figure is once again a contour )1ot

with the surface height representing modal amplitude on a (113 -eale. lHre. though.

the horizontal axis represents time, while the vertical axis represents the muode

number to which the beamformer is steered. The plot consists tof the time st-ries

over 20 minutes of the amplitude estimate for each or the is modes disihyed.

These est lIltalte have been melded together to form the t.titoitrel slrfraeie by linear

iterpolat ion between adj:acent modes. As was the case e:rlier. tile only real ,lt: in

the vertical occurs at intleger values of the mtiode number. 'l'je contoured rorln::i i

used only because it :llows information to be displayed at a high vi.,lal dtlenit%.

To interprt+ the results displayed in Fig-,re 5-1. one lmUst first Une(ler.,,:tnd lie

details involved in tie creation of the lat:la set. The sound field has beell

synthesized fromfi he 30 Iz mode shapes p~resented in (hapter .1. with e:ith or tlie

(ddh moles between the first and flie fifteenth contributihn to the suitn with lnil

:it plitllide. Since only tile odd modes are izlchided in tihe .ou id ritl. lhe t-vtn mid.t

:1nllitIld , oiulput1s indi:tet lhe aioit of Ortenertgy that the :llagrim l h m all , wk

in to their eslinattes. To better differentiat, between va, t i ir, modes ini the it, UIt.



Figure 5-6: Output of Single Beam IMLM Beamnformer versus Time
-for Incoherent Synthetic Data at 30 Hz
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the unit amplitules hlave been modulated by sinusoids with periods or .V minutes:

the full time extent. of the plot corresponds to exactly one period of the modulation.

The starting point of the modulating sinusoid has been adjum"ted by 00* for each

succeeding odd mode, so that the modulation for mode I looks like a cosine

function, while the modulation for mode 3 appears as a siAte function. etc. Each o f

the various mod.l ccatributions has been provided with on independent random|

phase component, so that they art phase random with respeet. to each other. The

resulting field can then be considered to be a sum of incoherent m ,odes. h'lle,

random phase fluetuations have been created with a temporal correlation length or

32 see (20 points), so as to approximate tie effeet of the final I)repro'e.,ing filter. .

small amount or spatially uncorrelated white n'oise (at. about 30 d1) SNR) is included

in each hydrophone's time series.

The synthetic data set, has been created in a format identieal .to tha of til'

)re)rocesse, d real dat3a namely, a complex time series satmpled every L.a seconds for

eaeh reco~rded sensor. The beamforming itself has been comluted u.,in- :an
A.

averaging window of *2 minutes for S N representing al)out. . degrees or rrt.,dom.

with updates once i minute (for a 50"t overlap factor). The reslting e,.timmlt, of

the sensor cross-coherence matrix is subsequently stabilized for inversion by hie..

(lithioll of a small )t)sitivv constant to the diagonal t rms.

In Figure 5-6, the first mode is clearly resolved. The amplitutde modulation is

al)l)arenz. demonstrating both the proper period and the correct initial phase. ''he

out put for the seeond mode' indicates that. the processiug provides more than 20 d3

of reject ion betwee.'n it and mtlodes mode., I and 3. Similarly. all motdes through tlhe

s'v'enth aIre well resolved, and modes 8 through 11 can bh., at least partially

(list ilgui.,htd. This performance certainly ex e(Is that of tihe singI, iwtin least

squares algroritim. even without considering tht efeis o ait, using only :in t,estii:al



of on the litter.

6.8.2 The Relationship Between the Single and Multiple Beam Variants

of the MLM Beamrormer for Incoherent Modes

[Jecause Hinich (42) hiti proposed a mltiple bean MiAI algorithm for moltal

beamforming, it is important to consider the relationshil) or the two algorithtmu in

the ease of incoherently skmmed modes. To see the natre or the relationthil). one

must. review briefly the technique by which the MIA algorithm assort-, mlximttml

signal-to-noise ratios at the beimlrormer output. From a linear algebra jer.peetive.

the 1)roblem consists of determining N coml)lex tinknowns, each relresentlhng the

complex gain applied. to the observed field at a given sensor. The )roblem then

contains N degrees or freedom. For the single beam case, the .IIN reult is

obtained by effecting a constrained minimization of the noise power. The conmtrait

garantees andistorted pmsage of the desired signal throgh the heamrorming

p)rocess, and uses one degree of freedom. The remaining N - 1 degree, are then

employed to minimize the power of the noise in which the signal is embedded. This

minimization may be visu:alized as an oi)timal l)lAcemtt of N- I nulls in the

modal beam pat tern.

13y comlrison, the multilie beam variant can be considered to have A. N

(legrees of freedom, representing the unknown comlex gains to be al)J)lied at any

given sensor for each of Al beams. Cursory consideration of the )roblem shows that

at least Al distortionless constraints (one for each beam) are required. A more

detailed investigation shows that. J112 constraints are actually i)laced Uipon the

)roblem. The extra constrainlts represent (lecoul)ling requirements between the

difrreit eams. Those are Ineed(l to uaraniltt e , acc urate energy :ltili:

withott them. energy (letected on one beamn uld also I ,ak thr i]i to other ]wailn,.



and thus be accounted for multiple times. Thus, there are a total of .1. (N - ,A)

degrees of freedom available for minimizivg the noise on M beams, or only N - Al

degrees of freedom for each beam. The multiple beam MIA algorithm can then be

viewed as the equivalent of single beam result with some extra decoupling

constraints included. These extra constraints have the effect of ioeiting t prior;

some or the nulls that would otherwise be free for noi.e minimization.

The upshot of this rather abstract discussion is that one always obtihs belter

SNR performance front the single beam form of the NIIJM algorithm than from the

multiple beam variant when proctssing an incoherently sunmned mode field. hi.; is

obvious, since the multiple beam approach requires prior plvenienuItor nonul, ihat

would otherwise be located to optimally reject. noise; this prior null placeltet can

never improve the total noise rejection. A full and mathematically rigorous

argument to the same effect. is presented in Appendix B. One simple indication of

this behavior is that. when A= N, both the least squares and MIAI algorithms

reduce to tie same solution

~pr(5-7)

where the steering miatrix E is now N X N and may be assunmed to be non-singul:ar.

Such a result. is expected, since under these conditions all the available degrees of

freedom are utilized as constraints, leaving none for the noise minimization that is

the source of the ILM algorithm's superior performance.

The conclusion to be drawn from Figures 5-1 through 5-6 and the previous

discussion is that. the single beam MLM modal beamformner is (lie algorithm of

choice for vertical array dat,:i ;nodal decomposition when thie soun-d field consi.its (If

incoherent modes. I'his finding must )e tem)ered by the restlts of the following

seetion, which show that it is very sensitive to hiow well the incolherent Imo(le

assullption1 is met in )ractice.
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Figure 5-7: Output of Single Beam MLM Beamformer versus Time
O for Incoherent Synthetic Data at 47 Hz
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Figure 5-8: Output of Single Beam MLM Beamformer versus Time
for Coherent Synthetic Data at 47 Hz
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6.8.3 Performance of the SIngle Beam MLM Algorithm for Vertical

Arrays in the Presence of Coherent Interference

Ms has already been indicated in Chapter 3 and as ¢onclu.,ively (leuonsirited

in Chapter 7, the various complex mode amplitudes are highly coherent in the

FRAM IV data set. This mode coherence h,;.s a significant erec. on the

performaince both of the MIN algorithnis, making neither the -single beamt proce.-sor

nor the multiple beam proces.or applicable to the present problem. It is revealing

to study this problem in some detail, so that the effects or mode coherence oail the

MIM algorithm can he better onderstood.

Fi-ure 5-7 displays the output or the .tingle beinm .I1 mUodal bleatauorinr rOr

a synthetic sound field at .47 fIt. In all other particulars except frequlency, both fhl

synthetic (lata generation and the processing is identical to that or Figure 5-4. Most

importantly, the synthtic field once again consists of the odd mlodes between I and

15 combined in a temporally phase random fashion, so that the various nMdal

contributions Can he considered to be incoherent. Each mode is once more as,igtaed

:int :I1nlliitilC off ulnity :aid sinusoidully miiodulated. At .7 IlN, tie first 0 niodes are,

eaesily resolved, and all of the modes through mode 15 (tihe last. one present ill the

sig :l field) are at, least partially resolved.

Like Figure 5-7, Figure .5-8 also displ:ays the otitpult or tie single imun mm

modal be:lnforlttr for a synthetic Soun(I field :t .7 IlN. llh the symimh me.ie (:11:t

generation anld the processing is i(eltical to thait of hot Ih Figure !)-6 anId IFiapre 5-7.

with one iniportut. (ifference,: while the the(la:1 contril)utiols to tle. ,,un(I rieI in

Figures 5-6 and 5-7 :ire suntined inc.oherently by injeeting ranmldosm plm.in,

latett ui)ilns tiha t vary in(lenen(lla ly froin inode to inode. lhe nodil 'on tribauli m

for l'i r, 5-8 :ire sminined il a rohrel f:shion. Thisk is, :weopli.s ed 1)y inj.i Ma

: ])]l:.se rllt i (atl io .: u is t nire (o' in.-! t :ero."s all inodt.s. So t Ih:1l :1 (.oJII.t:1I i ilh'I .(,



O -I1i2-

relationship is maintained over time between the various modal amplitilde'. In

striking contrast to the results of Figure 6-7, the resulting output. from the sigle

beam MIAI beamformer for this case is io poor at to be essentially nazninglt-'.

Having demonstrated numerically that the issue of mode coherence is or

extremely important in determining the performance o MILNI modal heamformers,

it is next important to develop a more intuitive understanding or the problem.

Consider a sound field consisting of a single mode in spatially white noise. Let lw

the com)lex amplitude of the mode that 6s present be a and the steering veelor

associated with it, be denoted by E P. This modal steering vector is the piartietlar

column or the steering matrix E defined in equation (..I) that deseribes the mode

asumed to be present in the signal field. The sensor cros.-coherenee matrix for

such a situatica is

where X is the inverse of the effective modal signal-to-noise ratio and

E _1l =- E+ E.

The single beam MIUM beamformer estiuiat.es the squared m:gnitide or the

complex amplitude of the mode to whieh it. is steered. l'l. as

In contrast to Ep, which is tie steering vector of the mode actually present in the

signal field, Eb is the steering vector of the mode to which the beamrorwr i,

steered. Using the identity given ill eqtu:tiol (A.3). it is )ossil)h t) cotiplil t'he

illverse or SN :is given by equation (5.28). This result nay then be sid l itili ed illlo

e(lultion (5.30) to yield



a -1(5.3.

+ -.I,.p,

Ilere p.p is the normalized inner product between 9 and &P

V+bV
1F41 I&PI

The magnitude of pbp always lies in a range from 0.0 to 1.0.

Figure 5-. is nothing more than equation (5.31) evaluated it vnrius

combinations of E_ and E . It is easy to see how the MIA ! beanformer obtai,. its

high resolution. Vhen the beamformer is st.,ered to the mode that is pritit in the

field, jobp takes on a value or 1.0, leading to an output, of

I%!2 = lapl2 (1 + x). ULM)

On the other hand, when the mode present in the signal field is diff'erent Ifrom the

mode to which the beamrormer is steered, th- value or p6p is small ir the two il:wsk

-ire well resolved by the array. In fact, rr the limiting case of a vertical array or

continuous aperture extending across the rul otllln( ehnntiel. p is gwiir:iateeid it l,

zero for all possible mode pairs, since the numerator or eqlUation ().:m') :ppro'i.I'es

the orthogonality integral of equation (2.8). Thus, the spitred magiiude or §,11 is

generally negligible for well resolved nodes, leading to

Since the value of x is small for high SNI? sign:ls. (in Figure 5-5, a value or I:$ is

used), exe'llent rejection is obtained when the mode rt'et is not the one to uhi.h

the be iormer is steered.

lI tit' ease where the sound field cotnsists of two modvs whose mutribmitin .i



are incoherent with respect to each other, the sensor eros-coherence matrix can be

written as

14 1'p1 EP1 ~P-1 + IOP21I 1 + x 1OpI 1-&~P11 1 (1.4

where K., and are the steering vectors of the two modes contributing to the

signal field. Ilere, for simplicity, the white noise setling his been kept idenlikal to

that of equation (5.28S). Equation (5.35) can ablo be inverted and then substituited

into (5.30) to obtain a general result. In this ease, it is of the most inlerv.t t) ..tt1dy

the effect, of the pre sence of the second mode on the beanformer estimnte for the

first, mode, which can be obtained by setting E equal to E.P1. This leads t)

" --I%1" ( + x +I(:.)

where

Iap.1l" IJE 2l"

Agin, it is easy to see how high resolution is ob:ined: if the two mmes

present. are well resolved by the array, then the squared magutlhe of p 1I1,2 is once

more negligible. giving a output of

IpP l" '- I.1,," (I + x,). (5.38)

This result is identical to th:t or equation (..33). which means thilit tle single lw.am

MIUM be:amformer almost completely elimin:tes the effeet of the Ipreseniee or ilie

second incoherent. mode in the signal field. Sueh .a conielusion is cert:aily in

:greement with the results of Figures 5-i and 5-7.

The ab)ility of thie Sing' he. .MIAI! algorithrn to discrimi.Ite ugmiinst ilit

presenee )f lit. .s,'c)!(l in(ii le is inherently tied to tl :I)ility or lit :rray ti rt,.m,1%,,



the two modes. If the two modes are well re olved, then Iplp:l' is smll. and

therefcre justiliably negligible. On the other hnd, if the two modes are

fundamentally unresolvable, then ignoring this term is s poor approximation at I)tst.

In either case, though, the performance i6 at least as good a. that of the single beam

least squares beamformer.

To highlight the difference between case where the the signal moiles ombine

incoherently and the case where they remain phase locked with respect to ,aeh

other, the preceding problem is now repeated for a sound field consisting of two

modes that sum coherently. In this situation, the sensor cross-coherence matrix is
s = ' l Ep +a E.,_E ) (0,, E + a Ep.)+ + -5 .3 0)

Again, the while noise scaling has been kept identieal to that of equation (

C(omparing equalions (5.3.5) and (5.30), it, can be seen that the effect or the niodes"

being coherent. is to force the retention or cro:.s-terms that would average to zero in

lie incoherent ease. Inversion of equation (5.30) and subsequent substiut iou into

(5.30) is easily accomplished. Upon steering the beamformer to the first mode. one,'

obt:ins

I [iUI (bx +C) (5.10)(bx +11) - IPppl '

where b is again defined as in equation (5.37) and c is

= It~ E, + a .., _jj..I (E.Il)

Assuming as I)Leort, that the niods are well resolv'd )y the array. i, 12 (:111

:lgavin hI.t nt'gltet ((lI. so that for typi.al white noiset levels the outlput is approximately
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The resi",ing output is now proportional to X. If both the modal steering vectors

are assumed to be or roughly equal norm, and if the modal amplitudes are

approximately equal, then c can take on values of between 0.0 and .1.0, depending

on the relative phase between the two modes and how well they are resolved by the

array. For well resolved modes, c approaches a value of 2.0, since the steeriig

.'ectors associated with the modes are close to orthogonal. On the otlher hand.

equation (5.3.1) demonstrates. that the i)ackground noise floor that, leaks into ;iy

mode is approximately x, IUP11 . under the assumption of equal norms for dirr.rtnt

modal steering vectors. Thus, the presence in the signal field of two'coherent. well

resolved modes of roughly equal strength causes the single beam ML.M algoritbim to

generate output est.-itates of these modes that, are only 3 dB above the noise fkor.

no matter how strong the actual modal signals. This is exactly the l)henonleto)

seen in Figure 5-8.

Further investigation of equation (5..10) yields two significant conclusions.

First, even very small levels of a second coherent mode can trigger the interference

effect. Again assuming that the modes are well resolved, consider the limit as it,-

vanishes. For this case, c approaches the value of b, and equation (5..40) then

simplifies to

bx +I

The result approaches the correct value of lap1 12 only if bx is much gre:ater than 1 0.

indicating that coherent contributions from other modes are negligIble to the .\1Al

processor only if they are at or below the background noise level. Secotd. Ilie eff(c

of coherent int erference on the sin-le he: m NIA1 :lIorithim is vo'rse whevit the 1%0



modal steering vectors are well resolved than it is when they are poorly resolved. In

the limst s , approaches E takes on a value of unity, and the output

becomes a very reasonable

la P 12 - ja "" a.1.

This is exactly the opposite of what might be intuitively expected. Beamforming

algorithms typically experience greater difficulty when multiple i.-ourcets I(X)k vi-ry

similar than when they are easily distinguished. But the nature of equation (5.10) is

such that. more realistic results are achieved from the single beam IMIAI algorithin

when the value or jPi,., is near 1.0 (indicating llwt the inlerfering miodes are

poorly resolved) than when it. is close to 0.0 (meaning that the interfering modes ar,

well resolved).

For the ideal case of a continuous vertica, -iperture extending across the rull'

channel, the single beam MILM approach is completely inappropriate when the

modes contributing to the signal field remain coherent. This is because mode

orthogonality guarantees that p is always zero, a situation which leads to the

worst, possible performance of the MLM processor. As will be investigated in the

sequel, its suitability for use with horizontal arrays is somewhat. better.

The frndamental reason that coherently interfering modes cause tile single

bIeam MIM algorithm difficult'y is that they violate the assumption of statistical

indepen(lence between signal and noise. In the single beam approach, tile signal. by

definition, is the mode selected for detection; any other modes l)resent are

considered to be part, of the noise against which the processor is to discriminate. If

the modes are phase random with respect to each other, then tihe selhetioi or nt.

roode as the signal while the others are included in the noise cauises no viola!ion or

this fund amnent al assumlption. On the other hand. tlhe (he rinition or a si-ilt, Im& , as



the signal destroys the assumption or independence between signal and noike whtei

the modes remain coherent. The effect or the resulting coherent interference isl'to

corrupt the spatial structure of the signal mode. The beamformer then rejects ite

energy carried in the signal mode because the mode is no longer recognizable. This

is why equation (5.42) indicates that the output is roughly the same as background

noise levels.

5.8.4 Performance of the Multiple Beam MLM Algorithm for Vertical

Arrays in the Presence of Coherent Interference

Since the single beam ML.M algorithm is clearly inippropriate for the fask at

hand, the effect, of coherent modal interference on the multil)le beant variant is now

investigated. From the discussion in Sections 5.2 and 5.3, it can be seen that the

fundamental advantage of the multiple beam approach is that it expands the

uumber of modes which are simultaneously designated as signal from I to %/,i the

number of beams included in the multiple beam beamformer. If a multiple bean,

MLM algorithm thit includes all modes making significant coherent contributions to

the total signal field is implemented, then the statistical in(lepen(lence of signal and

noise can be reestablished, and the resulting algorithm should, in theory, i)roduee

acceptable results. A number of practical considerations limit the applicability of

this al))roach, though.

Trhe issue of greatest importance is the proper selection of .11, tile number or

modes to include in tile beamformer. As mtitioned earlier, this choice is basically a

Mo(eling decision, since the inclusion of extra moIds in the I)eamformter is

altt nm()unlt to improving the initially assuntwd Signal mItodel. Ilnludinig .11

insufrli(int n itber of modes leaves one with e same prob ltin I hat plagu t, lite

single be i alp)roneh; the algorith m perforins poorly hecttis' ' lhi sipwu:ll :id lli.
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noise, as implicitly defined by the model selection, are not statistically independent.

On the other hand, making Al too large is also detrimental, for two reasons. The

original derivation limits the number of modes that can be handled simultaneously

to the number of sensors available. Otherwise, + !-' B is of less than full rank,

ana 4E.refore uninvertible.

For the FRAI IV vertical array (and many other vertical arrays), the fact

that many or the higher order modes cannot. be ade(luitely resolvedI places an even

more restrictive limit on AL. Since two modes become unrteolval)le when the

steering vectors describing them become too similar, the inclusion or multiple

unresolvable modes in the steering matrix quickly drives it towards rank dericiency.

so that inversion of the quadratic product creates serious difficulties from the

viewpoint or numerical stability. The impact of this issue on the multiple beam

Sleast squares algorithm is studied in some detail in Section .5.9. Its effect on the

multiple beani MLM algorithm is similar, limiting the effective number of Iel, as

that can be handled simultaneously to as few as 3 or .1 below 20 Ilz, and no more

than perhaps a dozen even at. 71 ]]z.

It, has been shown previously that any mode contributing coherently to the

signal field in an am1oun1lt th:at exceeds the background noise level must be

considered significntl (see equation (5.13)). Thus, one retaches the conlusio ti it

is not possil)le to implement a multiple beam MIl procTessor capqable ofr (t:iifl

with the coherent interference problem for the FRAM IV vertical array. lt)wever.

given a sufficiently improved array, such an appro:tch could be possil)le. 'The,

primary remaining issue under these conditions would ) e ot e's :)ility to invert

I:rge dimenasion arrays (perhaps 30 X 30 or 50 X 50) in a iminri.:ully s..a)le

rashiol. 'l'he arr:ay inecessary to support suc.h pro',ssing woIld nteed to ete,(d

ituua.h firther in (epth.. so tlh at it could :de~qpately rt-solve ,igaairit-atly grre:lvr



numbers of modes. Only a relatively modest increase in the number of hydrophonile

would be needed. The addition of further sensors beyond this amount would be

beneficial, though, since the performance improvement that MLM algorithms over

equivalent least squares algorithms is fundamentally linked to the size of N - A!

(the excess of sensor count over beam count).

6.8.6 Alternative Implementations of the MLM Algorithm In the

Presence of Coherent Interference

Alternative implementations of the MIA! algorithm in the pres.-ence of

coherent. interference are possible if one is not interested in actually measuring

individual modal characteristics. While these approaches are generally not

applicable to the present problem, it is or interest to understand their relationshipl

to it..

(onsider again the sensor cros.scoherence matrix for two coherently

interfering modes (equation (5.30)). A consideration of the eigenvah.. and

eigenvectors of this matrix quickly leads to the conclusion that the output or the

single beam MIM beamfortner is maximized when a steering vector or the r.frm

E6= k Eai p + "aE~~

is used [20]. Ilere k is an arl)itrary scaling factor that would typically be used for

normalization or the steering vector. This observation forms the basis for all thyme

alternative implementations. If the relative mode aml)litutes and )hases were

known i priori, then an optimal detector could be created by beamforinitig to a

steering vector which was the properly weighted sum of the individual modal

steering vetors. In this thesis.,r- course, these are exactly tlie p:rameters to be

measured. but. there may be ways of predicting tlien) accurately eouhi to allow

sigi iricant improvemients in detection proeessiuig.



One alternative approach is to index the beamforming across a set or steering

vectors generated by various weighted sums of the modal steering vectors; arbitrary

variations of the modal amplitudes and phases become impractical beyond a very

few modes, however. A more promising variant is to index the beamforming across

the two parameters of source range and depth, using one or another of the different

propagation theories currently available to predict the mode amplitude., andi phases

needed to compute the sum. The advantage of such a method is that. source range

and depth are immediately available once detection is made. Several preliminary

efforts in this direction show promise. The work of Fizell andi Wales 13-11 is of

special note, since it applies the approach to actunal field data.

.8.6 Performance or MLM Algorithms for Horizontal Arrays In the

Presence of Coherent Interference

After much effort, two important. conclusion,- have been reached concerning

the use of the MUM algorithm for reduction of the FRAIM IV vertical array (la set.

The first. is that, the MlNI algorithm works very w~ell when lte modes making upI

lte sound field are incoherent. For this situation. lte single beami variai ik

guaranteed to providle better performance than any multiple bewnt variant. The

secondl is that the MUMI algorithm has a great. deal of difficulty when lte modes-

comprising thie soundl field remain coherent with resp~ect to each other. fit tis vase.

lte p~erformalnce is worst, when lte coherently interfering modes are itell resoled by

the array rather than poorly resolved, ai miight otherwise be expected. Thle

(difficulties that, arise when coherent interference is encountered are severe entigli to

make both i the single and multiple beam versions uinattractive for use- with thle

vertiule:i rray dat a. On the other hand, tlie' MUMI :llproach can still be us~ed on t he

luorizont A array (hita if w~e(jule ctire anid cautiton are exercised. It is revcvuling to

itivest ip~te whyv bet ter perforina~nCe uuiighit 1eex(. e~ of the( sillu'I J NpII L



O -162-

EE.

E

s~El

Figure 6-0: Comhponents of a C'oherenit Sound Field for a Not ioail

beaimformer in a cohierent mode field wheni it is applied to horizontal array data

than wheun it. is used with vertical array data.

C'onsider a situation where a horizontal array is receiving a1 lairge number or

colieretit modal:1 arrivals. Let the st eering vector ass5ociated with thle 0iII ilo(IP be

Ek.1 andi its comiplex ampilit ude be (knlote(d by it''lie sensor cr(.,,(olierene mal: rix
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is then of the form
= E+ +,

where E. is a weighted sum the steering vectors associated with the various modes

that are present

K ak . (5.47)

This sum is shown kpictorially in Figure 5-0. As discussed in Section 15.1, the tiiodal

steering vectors for a horizontal array are identical to the steering vectors for plane

waves, with the exception of a scalar equal to the size of the mode shape at the

array's deployment depth. The equivalent plane waves are all traveling in the same

horizontal direction but. with slightly different horizontal phase speeds. .nder these

conditions, the modal steering vectors can be expected to be almost parallel to both

one another and to the total sum. Figure 5-0 has been drawn to rerlect this

situation.

Assume that the single beam MLNM beamformer is steered to the ith mode. Its

output, can then be evaluated directly from equation (5.31) by setting a1p = 1.

E = E., and E, = Ei. Sinee- E, and Ej are almost )arallel, it is not unreasonable

to represent their inner product as

Ip.I= I - ,,,(iJ,.

where ci, is small with respect. to unity but still large whe, colmipared to \. TIhle

Case where c. is the same or smaller than x is not of interest, since this generally

corresponds to operational situations where the array is fundaniei.illy unabl, to

resolve the miodal structure (such as a horizontal line array operated near

broadside). The anplitude estimate that the beaniforner makes for tihe ill' imodh is

then
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Although this output is still proportional to the noise level X, the effect is greatly

mitigated by the small denominator ti,, which is typically on the order of 10-1 or

10- 2.

The result presented in equation (5.40) raises the very important quet lion of

why the resultant output should bear any resemblence to the actual modal

amplitude distriblution. It is not at all obvious why the estimale should be large

when the actual mode amplitude is large and why it should be small whlle the lode

amplitude is small. Of the four terms on the right hand side of equation (5.40). only

the two in the denominator depend upon the node to which the benamforiier is

steered. The variation of I&12 with mode number is only a scalar related to the size

of the mode's shape at the array depth, and, hence, of no practical consequlence.

Indeed, if the steering vector of the equivalent plane wave is instead considtred.

even this simple variation with mode number is eliminated, and the lernu van be

considered to be const:nt. Thus, the change ill output level with mole numlwr is

principally caused by the (i. term, so that the estimator output tracks tie ac(t'ual

mo(hal amplitude distribution only if % is generally small for modes of large

:ll)litu(le :nd big for modes of smnall amplitude. While this is never gulratlvl, o

be the ease, a graphical argument. can be mlade to suplort the conclusion that it i6

often so.

Consider once more the sum of equation (5.17) and its graplhical (epittiol

shown, ill Figure .5-0. E, c:ln be expected to lie il a direction that is closest to t he

direction of lite modes providing tlie largest c(nt ributitons. For lhe.,e lmo,,., lwu.

(i.. is generally sa1:lller tha|n average. providi, g the desir ed peak in the i,id:,l
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amplitude distribution. The effect is most reliable when a single modal cottribution

dominates all other. as is often the case in the Arctic. This situation is shown in

Figure 5-9. In creating this figure, the lengths of the various modal steering ve.tors

have been assumed to be roughly equal, and the amplitude of mode I has been

assumed to be much greater than the amplitude of any other mode. For this

situation, it is apparent that the angle between E, and El is smaller than the angle

E makes with other modal steering vectors.

It is the natural sensitivity of equation (5..9) to variations in ti, that provides

the MIAI algorithm with better resolution than the conventional beanmforiier For

comparison, the output. of the single beam least sluarts Iwemnfrrmer is

approximately

While this result provides a. much better absolute level than equation (5.40), its form

is such as to make it significantly less sensitive to variations in t, than the ,MIAI

result.

Thus, the single beam MIM beamformer ends up )roviding the desired rtsult

of higher resolution than the conventional beamformer when applied to iniodil

sea)ration with horizontal arrays, although not for the reasons typically given to

eXplain its operation. Additionally, the linkage through %, i. highly non-linear.

making both absolute levels and relative peak levels highly sutspect. although

positions of the peaks in mode number (or, equivalently, grazing angle or phise

speed) can generally be accepted as accurate. In )revious cases where the IIM

algorithim has )een used in the presence of multiple coherent sources. or with a

single coherent soui-ce ill a stable nmulti-path envirouinent t h.e errects hi:ivt

pro)ably been incorrectly attributed to tie ereet or tilt' MlAI bias discuid earlier.
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The distinction is important, because in many situations one can accurately

compensate for the bias effect, whereas the extraction of reliable levels in the

presence or coherent interference is impossible.

In conclusion, the MLM algorithm still provides higher resolution in the

presence of coherent interference than conventional processing does when applied to

horizontal array data, despite the fact that the various arrivals are highly eolret.

This higher resolution is achieved at the expense of accurate pt.ik l'ev!, anod a

marked decrease in the robustness of the procez.ssing, though. The results ark- 1114t

trustworthy in the ease of one strong modal arrival dominating all other cohert-n

contributions to the signal rield. All or these efwets can be seen in the rte'uht:111

outputs of the NILM processor that are presented in Chapter 7.

5.9 Performance of the Multiple Beam Least Squares Beamformer

Since neither form of the MLM algorithm can be reliably applied to the

FRAN IV vertical array data in a modal beamforming context, the multiple lwatu

least squares beamformer must then be considered as a high resolulion alterwitive.

Such an approach offers several advantages. First, the multiple beam algorillm van

be expected to provide at. least marginally better performance than the singh. :he:,is

variant if the numl)er of modes included in the beaturormer 6 , l me-v-11ce.

Because the multiple beam algorithit essentially attempts to fit t1V kb ,rlvtl

pressure field with a model containing a greater number of parameters. eloer

agreement with the data generally results. Additionally, since the derivation of the

multiple beam least squares algorithm requires no asimlptiou about lihe .statisti ail

relationiship betweei the signal and the noise. its performiee is not degr:adhed by

colierent it'rerence. It also provides soine relier frout the ititer-inodal :;.lin-iig

)rol)lems seen io the single beain least sxiares algorit hm, although the iimproveint-.
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Figure 5-10: Output or Multiple Beam Least Squares Beainrormer
versus Time for Coherent Synthetic Data at 17 Hz

(7 modes included in beamformer)
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is not as ireat as that which the single beam MLM algorithm would provide if it

could be applied. Finally, the multiple beam version is somewhat more

computationally efficient than the single beam variant.

A typical set of modal amplitude estimates generated by the multiple beam

least squares approach is presented in Figure 5-10. For comparison, the equivalent

set of outputs from the single beam variant is presented in Figure 5-11. Similar to

Figlures 5-6 through 5-8, the rodal amplitudes are depicted as contours over a

surface consisting of time on the horizontal axis and mode number on the vertical

axis. As mentioned earlier, the only real ;tata points occur for integer values of the

mode number; results plotted at non-integer mode values are merely interpolations

between adjacent data points.

The particulars of the synthetic data sets used to generate both of these

figures are identical to those of the earlier figures. Again, the synthetic signal field

consists of a coherent sum of the odd modes between I and 1.5, each with liit.

aniplitude. The various modal amplitudes have once more been alternatively

mo(lui'tzd .vith cosine and sine waveforms with l)eriods of 20 minutes. Both )lots

span the first, seven modes at .17 lb, All seven are resolvable in- Figtre 5-10. About

20 (lB of rejection is observed in the ,econd mode and about 17 dB is seen in the

fourth mode. These results show some improvement, over those of Figure 5-1 L

where only the lower order modes can effectively be resolved, and where rejection in

the second and fourth mode troughs is somewhat less.

While the additional resolution provided by the multiple beam least squares

algorithm is not great, it, is significant. This is especially true at freqlenies below

20 Iz. where the single beam a)proach has diffiiulty resolvinig more thai one mode.

It is for this reason that the multiple beam least squares beaniformer lis beent

selected :s thl most attractive alternative for tile mndiI dteeonm)Osition of tie
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FRAN! IV vertical array data set.

5.10 Determination of the Numbee of Modes to Model

The final topic to be addressed in this chapter is the proper choice of M. the

number of modes to be included in the multiple beam algorithm. Ideally, the choice

would include any mode likely to provide a significant contribution to the total

sound field seen at the receiver. However, the inclusion of -in excessive nunihtr or

modes in the beamformer can lead to problems involving numerical stability, as cans

be seen in Figure .5-12. In this figure, the same .17 llz synthetic data used to

generate Figures 5-10 and 5-11 has been reproce.ssed with a multiple beam , least

squares algorithm that includes the first eight modes, ins' I of the seven used

above. By increasing At from seven to eight, the effective resolution has been

decreased rather than increased; only four modes are now actually resolved, while

the rest, are saturated by l rocessing-induel noise.

To understand this effect. consider the output of the mutiple beam least

squares processor for an input consisting only of spatially white noise. For su.h a

case, the sensor cross-coherence matrix is

SN I .(155

From equation (5.8), the output of the )rocessor can lhen be evaluated a's

= a- (E E)-' (5.2)

It is obvious that. as the M x ,11 matrixE+E becomes singular, one or more

outputs of the processor grows without bound. Numerie.al instability in the

inversion ean then make the algorithi extremely sensitive to even ,ail anmiounts or

Ibackgroun(d noise. Therefore. a proper choice of Al must he las(d on a com.l)ronii.,t,
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Figure 5-13: Singulirity Coefficient versus Mode ('ount
at. S1 lz, 30 lIz, anI .17 lIz

bet ,'een the increase( resolution and( tile decreased nuiiiwrienl stability eausmd by

tle iniclusioni of a(litional modes.

The relative singularity of the above matrix ean e quantifi.d I hrough lI hl uls

of the sinlharity coefficient q, which is defin,(I as

I ere. the l no J riotation is used to indicate tIhe I'lt'rniinan ot of Ih,, Iii:iliX. wiiit.
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E through E,, are the various column vectors comprising the steering matrix E.

The denominator consists of tile product of the norms of these vectors.

The singularity coefficient has several very useful properties. First. it. is

always unity when M = 1. Second, for any other value of Al, it is unity only ir all

the component column vectors are all mutually orthogonal. Finally. its vahlue is

always in the range from 0.0 to 1.0. Since the coefficient is proportional to the

value of the matrix determinant, it can approach zero only as the matrix l)econles

singular. Thus, it provides a good indication of the relative singilarity or the

miatrix E+ R

Figure 1-13 provides a (1B scale plot or ihis singularity coeffivill for s t ering

matrices consisting of up to the first nine modes at frequencies of 15 IIN. :10 IIz. and

.17 iz. In general, the coefficient. remains close to 1.0 when small numbers of modes

are included in the ste-'ring matrix, gratually decreasing a., the mode count

increases. Beyond a certain critical number of modes, thugh, incltsion of further

modes in the steering matrix then causes the coefficient to fall rapidly towardk zero.

Various methlods may be used to (lefine precisely this eritival number f utid.,.

lere, a trial and error procedure has been used to find a reasoiable bre akpoiint.

The singularity coefficient h-as been compared against the processing output for

sythel ie data similar to that found in Figures 5-10 and 5-12 at various,

combinations of frequency and mode count. This comparison shows that olptitim

beamfh)rier performance occurs for values of the sinigularity corfri(*iet 1hl art-

slightly greater than 0... The critiwal mode count is then lhe lairge-.,t nuiIHwr of

tldeS tihat call be included in the steering matrix wiliout the .oe.fficienit txc, ,ling

this threshold.

This definition produes optimal resultls at all li't, frequuies tt,,d ill ilt

trial and error proe dure. iowever. it hmiay innihw..ii Ih . i



configuration, the modal structure of the particular channel investigated, and the

choice of modes included in the synthetic data. The sensitivity of the definition to

these various effects has not been investigated.

Using the above definition, the number of modes that. can be included in the

multiple beam algorithm at any frequency is readily found. This informaltion is

presented in Table 5-1 for the frequencies available in the FRAM IV vertical array

data set. Since the multiple beam processor computes the output or all its Ibams

simultaneously, the value also represents the number of modes that can be resolved

at each frequency. In all cases, at least. three modes are re.olvalle: the wi,,ber

increases with frequency, reaching a value of 0 mdhs at 71 lIz. A coiipari mo with

the mode shapes of Chapter .1 reveals that the last resolvable mode is the one in

which the lowest oscillation of the mode shape is still sampled by at least one sisor.

Frcrquenev Mode C'C1int
15.00 lz 3
17.75 lh 3
20.00 lz 3
23.50 iz .I
30.O0 Iz 5
3 5.25 1 lz 5
35.50 lz 5

.17.00 1lz 7
53.2.5 Ilz 7
5.5.00 lih 7
71.00 I z 0

Table 6-: Modes Re.olv:al)lQ by Multiple Benm ItLe.t sim:res
,Modal lBeammfo.iw



5.11 Summary

Several different methods for the decomposition into its modal component s or

the %ound field observed at an array have been pre."ented and analyzed. Nlod;il

decomposition is intimately related to the problem of beamforming. which has i rich

history in the literature. The primary theoretical difference between the two results

is the choice of the basis set of functions on which the received field is decooIv)O d:

traditional beaimforming utilizes the set of plane wives. while thep erfort

employs the normal mode functions associated with the sound channel in which, the

receiving arry re-si(les. When the two approaches are cormpired. the major

idvantiges of plane wave bealmlforming are the inlepen(lene or the t.ehnique from

knowledge of the sound channel and its equivalence with Fourier trallrornl

techniques, which allows a wide body of knowledge to also be tipped. The pri.icipal

advantages of modal beamnforniing include tie mnathen:li..llly effivient nit ur' or

the representation and the physical relevance of the resultant outputs.

'Two different ap)l)ronches to modal beamforming h le been a(Idr..ise(: the

le:st squares method and the MIAI algorithm. 'rhT two :ire differentiated by it, ir

choice of weighting nntrix use(d in cOnm)uting the tota'l square error to Ie

minimized. The least squares a))roach: weights all errors equ:lly, att illplinu it

natclh t.he full receive( field. The NIIAI algorithm. on th e other h:nd. tri,., to

coim)ens:te for noise by selecting the inverse of the se sor cross-colerence iitrix is1

the veighting matrix. This selection has the effect of weighting noisy sensors less

heavily than sensors with cleatn signals for purposes of .alkuilating tie tot:l square

error. Both methods Can be implementeld in either a sinlle or nultiple lw:ulal

form:it. generating four (ifferelit appro:htis, all of which have been cosider -d

here.



As might, be expected, the resulting solutions for these different nppro-whsit 

modal beamforming all take on the forms identical to thtir plane wave proee.,ing

algorithm analogs. The only difference oceurs in the definition of the steering

matrix, which is the parameter describing the signal to be detected. In plane wave

beamforming, this steering matrix (or steering vector. when deling with Single

beam variants) consists solely of the complex phase accumulated in the itravl or t

plane wave from the receiver reference point to the individual sensor. For molal

beamforming, the direction of travel is restricted to the horizontal phne. but the

size of the mode shipe at each sensor depth i6 included in addition i) lthe phae

accumulation de to travel.

The relative performance of the each of the four variants proposed ror modal

beamnforming has been investigated for the case of the FR-XM IV vertical array

when deployed in the sound channel described in Chapter .1. The single be;hII Iat

squares beanmformer, which is the equivalent, of the conventional beanrornier. has

been shown to exhibit. inadequate modal resoluti'jn, being able to resolve only a

single iode at 15 Iiz, and no imore than S..nodes even at 71 liz. At intermediate

frequencies, typical resolution is 3 modes at 30 lIz and .5 modes ai .17 Iz. In all

cases, the number of modes that can be resolved is but a sniall per',nlagre (r oth.,e,

that might possibly provide significant. contributions t) t he receivelI soil d rild.

The resolution has been shown to be limited by the length of the array rather than

by sensor spacing within the array aperture.

The single beam MI, beanformer can provide significantly better resolution

than the single beam least squares beaniforiner if the received ,ound fkl is

coinprised of modes whichi sutin incoherently. It has also been (heli stralted

theoretically that the single beani variant of the NIIA! algorithin always ehiit,

better performance than the muIltiple beani varint under tdwse conditions. Thtus.
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the single beam NIUM algorithm is the method or choice for accomplishing mixdal

decomposition with the FRANI IN' vertical array if the mod". at the receiver

combine incoherently.

The performance of the MUMN algorithm has been shown to be very stnlitive

to the assumplion of mode incoherence. The single bent variant of the algoritlin~

operates only very poorly in the presence or coherently summned modes. rTis
problem his been examined in detail, both theoretically and through Aimul-mtion: tile

cauise has been shown to be. a violation or the assunwd independence of signal ;,nd(

noise. This violation is produced because one or the coherent moiles is implivitly

classified as thie signial andl the others as noise in the single bWant MIA varint. It

has been shown that. this problem can be triggeredl by the prsence of eve ,%mall

amiounts of a second coherent mode, and is mos t. severe for the case of ort hogonal

steering vectors, as is the case for modes well resolved byv a vertical array. nrit.

effect. hais been demonstrated to be less significant. when O~e steering vectors of the

coherently summing modes, are approximately parallel to eachi other. sticki as oceirs

when considlering high resolution horizontal array beiiiforintg. Finially. it can be

(eleotistrated that, in the presence of cohierent modles, tile single be-am MIAM

beamiformer still Jprovidei higher resolution t han the single beami least squal~res

beaniformner when ap~pliedl to the hiorizonital array. In this eaIse, the peak locat ions

normally remain accurate: the resultant out-pt levels are not reliable. t hough.

Tlheb multip~le beam variant of the MIA1 algorithmn is tlieretically capablwe of

eliinlating thle difficulties encountered by the single beam inl processing a1 field

consisting of cohierent modes. This is aiccomplished only at tlhe expenlse of soliI(

rediteto lolli) performaince, and1( is impjlemlent ed byv simu11vlt iosly inlulding- ill th

tun11liiph' heali MU1M beaiforiner all modes wvith signiri'.ant colient milt riluilms.

I bowevc'r. a1 p~ractical invest igat ion indlicat es t hat tilhe FRAM\\ 1V vert jeal array hicks



the fundamental resolution necessary to guarantee the numericvalability of such an

approach. Thus, neither variant of the MU.s algorithm is tontdered-o be adequat

for the reduction of FR.! IN' vertical array data, since (as is shown in Chapter 7)

the modal contributions turn out to be highly coherent

The multiple beam least squares algorithm has been shown to be an adequlate

high resolution alternative to the single beam least squares algorithm rr vertieal

array data, because it is insensitive to the issue of mode coherence. and because, it

provides the multiple mode re olution at lower frequencies that is Iackitig in tle

singi,' beam variant. The major issue involved in im)lementing any seh algorihim

is the selection of the number of modes to model (or. eqivalntly. the number of

modal beams to estimate si. iultaneously). Inclu-ion of too many int r..s that are

fundamentally unreso' ' the array causes numerical stability problems in the

matrix inversions reqisa to implement the procssing. A quantitative method t-.r

selecting the number of modes to be include in the multiple beam least squares

beamformer is presented. This method is based on the relative singularity of tht,

steering matrix when different numbers of modes are included. Using the nvtll(Odl

which his been verified through simulation, Tal)le i-i has been cotupiled: it

indicates the nutmber of modes that can be simultaneously re lved at different.

frequlencies whetn the multip)le beaui least s(uares processor is al)plied to data taken

from the FRAM IV vertical array. The results of Table 5-I indicate that multi)le

modes can be resolved for all frequencies of interest.
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Chapter 6

The Array Tilt Problem -

The signal protesing aspects of modal beamforming have been discu.sed in

the previous chapter. For the purposes of that discusion, the array has been

a.sumed to be ideal in all respects. In particular, the locations or the sensors hwt

comprised the array have been assumed to be known exactly. In practire. sucl

sensor positions are rarely known pre.isely; this is certainly true for the FRAM I"

arrays. m is discussed in Sections 3.5 and 3.7. The purpose of the presenit hapt'r-is

to investigate the sensitivity of the modal decomposition proceiss to tlhe types of

sensor position errors likely to be encountered in practice.

The chapter begins with the selection of the linear tilt model Fur the shape of

the FRAM IV vertical array. The model is very convenient, since only one

parameter, the effective array tilt angle, is needed to completely specify it. eVen

when the three-dinensionil aspects of the problem are considered. Such all

approach can be justified in two ways. First, it accounts for the majority of the

sensor offsets found in the notional shapes presented in Section 3.7. especially at

larger tilt angles, where both the size and tile effect of sensor piosition errors are

greatest. Second, the physic, of the problem are consistent wilh the coInjeettrt, Ihiat

higher order array shape variations have less of an impact on tlet Iilodm.l

decomposition )rocess than does the linear till.

Next, the tlilt problem is studied so that one can (plalitatively understind its

effect on vertical array modal I)eamformiig. This study is .upporletd I% reul.,,

generated from synithetic dat.a which depict grapll ally tihe tilt :nghe s'it ivily of

modal lwaitformers. The physical insiglht generated alm- h,:wls to a simleh .melhod



for &%timating the aecuracy of tilt angle messuremo1tgn veeded for valid moidal

separationt to be gusr;%nteed, This method is then applied to the FRAMI IN' vertical

array xnd sc,.ind channel, and the results are both report~d'and pompartd with the

synthetically generated outputs.

The discussioc just outlined contributes in three ways. First(, it emphisize-4

the general importance of vertical array tilt in the modal decomposition problem.

Second, it provides at least a rudimentary method of estimating the quality or tilt

Angle measuremetnts that are needed. Finally, it proves that the array tilt problem

niust. be addressed for suce wful application of modal beamnfornting -to thle FRANM IN'

vertic~l array dats. However, no tilt angle meaiurenients ire directly available

from tht experimenta 3*data package. In light of this situiation, one m~ust then

attempt to recover e.4timates of the effective array tilt from the acoustic data.

The remaioder of the chapter presents a Aiple methtKI for dedoeing lte

effrctve irrnay iih fromt the acoustic data set. This methdix involvez, Owt

mnimization of the residual total squire error over a range of reasotable tilt :inglte,.

The rciidenia (olui sqpuare error is a meaiure of how well lte ound presmire riewl

observed at the variouis array sensors is tiuiteched by ai pre.-usire field recooitruvk'el

rron i te comuple'x moIA auuiplitude outwits of te bea titror ter. The accuiraucy of

the itet hod is hv.cesiigted wit Ii %yot hetir' d ia ad -somue cnclioun, are drauwn

about lte ti);Idit ions required io obtain reliauble restilts.

6.1 A Simplified Model ror the Shape or the Vertical Array

lI~w) L'stiii.:ites of the true shaupe or thet vt'rtievul array ini the lprowm'u or(

reas~onabily .evere rlativye cuirrenits have been pre-,ent'ul in Sect ion :1.7. Tbe

iutieflods we~td to getit-ra te t htee est ima~t e,, vaii be) em)isidetrt'l uu hmnu-mienui mtido or

fle veent :i(:rr:ui' sbuao.. 13ot 1, or lie ,nlelsare ri-lau ivel) crtizle. ev.*n to flit poini!



or beisg somewhat unrealistic. From a signal processing point of view. though. -lill

further imnplification 61 desirable, so that the number or pArameter' nk'ede lo

diefin,! the shape or the array can be kept to a minimum. In the remainder or 1t,

th'-sis, the array is modele as a simple straight line that. makes some angle withI the

true vertiril. In terms of the signal proccssine. this is the simplest model po~silble.

since it requires only one parameter, the effective array tilt angle. to comtplefely

determine the model array shape.

The ietion or the simple linear tilt miodel for lte vertical array shape van be

jstirieii by* examining how well it fits the actual Anpe or lte array uinder (lirfrernt

randitions. Nince no actual array shape data, is available, this Is difficult1 to) do4

directly. !nstead. the compariwon 6s made with the NRL array model oil lte

assumption that the model is at least a reasonable reproduction of the general shiape

of the array-. The fit. can be quantified by breaking the NRI, result p~resenlted inl

Figure :315 into polynomnials involving increasing powers of z. The natural hasis --;m

for such a decomposition i6 the set. of normanlized Legetidre polynomials. since they

are the orthogonal function set involving increasing powers in --. The coefficien~t of

(lie first order termn in lte espansion rep~resents the rsstlttledl tilt, angle that lte

array makes with lte vertical, while -those or higher termns indieaite the rehlive

contributmions t hat more complex curves make to tihe totail array slipej. 'lhe mort,

comtmonily ow~d Taylor serit-i expaiasionl is m1islemuding ill this sit nat ion. Aiiit. theL

Taylor polytilotilalI. are not orthogonal. nliL' coefficient of thet rir:t order lTylor

terill duoes- tint refleet (li fall tilt, of thie array, since odd( Tauylor polytoiiaks or
higer rde (3. 15 ec. all conltaini additional implied array tilt.

Front or! lmgonal funct ion t heory 121 lithe cooffi('it-llt or lite it', itri tr t 1W.

,vru's eat! be computedm aIs
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where :' is a normalized depth coordinate in the range from -I to 1, being related to

the unnormalized depth : and the total length of the array H by

H=1 (0.2)

The notation #(.-s) is used to indicate the actual array offset as measured at the

equivalent unnormalized depth. P.4:) is the ith Legendre polynomial: the lowest

order functions of this set are provided in Table -4. In addition. the same theory

guarantees that

oV)dz' E a, (6.3)
f=. I ;-o

so that, the pereentage contribution of any term to the full array shape can be

computed by dividing the square of the appropriate coefficient by L

Table 6-I provides the results of the Legendre polynomial decomposition for

the first few terms of the series. It is easy to see that the series can be reasonlbly

well approximated with as few as the first. two terms. Since the zero order term

represents nothingi more than a translation of the horizontal axis, it has no practical

effect on the beattforming, and can be completely eliminated hy proper redefiition

of tlhe coordinate system. However, even if the zero order term is ignored. the first

order linear till term still accounts for about 0O0c- of the rem:ining array off.t.

Thus. the conclusion is reached that. the array shape displayed in Figure 3-5

can be adequately represented by an array that, remnins a straight line but which 6

tilted at some angle to the vertical. \Vhether or not the :rray vat normally be

represented by a' linear tilt is inore problem:ltic. A (juautitati'e discu,,ion of tis

)oint is clearly impossible, due to tle of expltrimnnt:|l array shape

rneamiremnts. Ilowever, iw general argiments c:mn he ma(le ill favor ofr ,.ti. a
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Relative Contribution
Polynomial Coefficient. (m3/ 2)  with without %

Po(:') = V1 g.82 X 102 0 .02%

P(:1) l-' 4.62 X 102 17.72% K-8 %

2= V (1.5 . 2 - 0.5) -1.65 x 102 2.26% 11.32.

P3(:') =V3 (2.5 :' 3 _1.5') 3.35x 0 Io

I1= 1.20.5 X 106 m3

Table 0-I: Results of Legendre Polynomial Analysis Results for
the NRL Model of the FRA\! IV Vertical Array Shape

conclusion. First, the structural mechanics of the vertical array suggests that the

lowest order shape components should dominate. For the length and weight

involved (1000 m and roughly 2 tons), it is difficult to visualize a condition where

much more than a very few low order terms of the expansion contril)ute

significantly. This supposition agrees with the results presented in Table U-I. where

anything beyond the parabolic term is obviously negligible. Second. it must be

realized that the accuracy of the linear tilt model can be expected to generally

increase at. higher currents, where the array shape effects are larger and their

impact, on the problem is more significant. As the array becomes strung out at

these currents, the proportion of the array shape provided by the tilt term increases.

Thus, the model is most accurate in the worst case condition, where it is nieeded

most. Finally. it is possible to argue that it is necessary to retain the second order
term for accura.y, but such a (leciSiol must be balhjieed agjuait the ii.rtased

* ('omplx.it y of the resulting model. In the present case. lie i)aral)mli . t erl appe)ars
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to be small enough that more is gained by dropping it than by retaining it.

The true array shape is a three-dimensional function, as shown in Figure 3-.5.

However, it is only one projection of the full shape (that in the vertical plane of

sound propagation) that affects the modal beamforming. For the purposes of the

Legendre polynomial analysis just conducted, this vertical plane was arbitrarily

assumed to be coincident with the vertical plant of current flow at the surface.

which will not generally be the case. In a more general situation, the linear tilt

model can be thought of as the first order Legendre polynomial fit, to the projection

of the array shape into the vertical plane or propagation. The liit ang;e as.ied

with this linear tilt is then not. a true array tilt, but only an effective one measiured

in the direction or propagation.

.,.2 The Sensitivity of Modal Beamforming to Array Tilt

Having demonstrated that the first, order effect. of senior offsets in vertic.al

arrays is to provide an effective tilt to the array, the sensitivity of the modal

decomposition process to this tilt. must. next be considered. Consider the simple

channel shown in Figure 6-1, which consists of a free surface at. : = 0, a hard

bottom at a depth of : = i, and a sound speed c0 that, is constant throughout the

channel. For simplicity, assume an array of continuous aperure that extends to the

full depth of the channel, and a situation where only the ith mode is present. For

such a case, the multiple beam least squares result. of Chapter 5 redluces to the

modal equivalent of the conventional heamformer. The resulting proessor may also

be interpreted as a traditional matched filter. but in a sp:ti:'l sense. Thus. to dletet

the ith mo(le. the outut of the array at any (ielii sihioi( be weighteid by the siz. or

the mode shalpe at that depth. which for this dviiannel is
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Figure 6-1: Mlodal Bearnrorming for an tQntiited Array' inl a Siniple Channel

= sin (to (C -" e (1

Here vis the vertical wavenuniber of the miode, given by

The14 seconI~ exprFess)ion in e~t'qi ol (6A..) jprf)i(Ites ;inot Ir ilt rprvin~t il I or

1110(1a b:11 k'iinorming. TIhe Weighiting or I 1e :irraly :tptrtIre by th lil)(l'hap Iis 
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Fisure 6-2: M~odal Beamiformoing ror a Tilted Arraiy in a Simiple Cha:nil

e(jIlivaleflt to simutltaneously foriiiing two plane wave beams, one .1t :11191 .1. to he

horizontal ;und the other at an~gle -i, where

=Sin -, ( ~) = Cs 0). ((-S

The outputs or these two beamis are then sultraeted andl~ properly seailed to lorlin t lie

inodail aniplitudle estiniate. In equat ion (0.6) c, is t he horizontal phasut, speed

sSOCiated with lthe ih miode. which is related to the ven ieal waivviiiitiber byv

i= - -l/2



This interpretation is not surprising, since the equivalence of each mode with a pair

of plane waves is well established for this particular channel.

Because the modal beam is no more than the sumi of a pair of plane wive

beams for this case, the il modal beam can be expected to respond to energy

traveling in either the upward or downward direction at a grazing an~gle of 1i

further, this is true whether or not the energy is really being carriedl by lte ih

mode. Now, consider the effect of imposing a linear tilt on the array, whiiehi is

illust rated in Figure G-.The tilt causes the p~lane wave beam pa:irs to be aiiiied

away from the dlirect ions iii which the modlal energy is ioutally arriving. it, frt..i

the arr.ay tilts 1w~) much, then one or bothI of t he equivalenit Jplane waive lu'ttIM1N V:111

enl uip pointed in a direct ion where it, (detects lte arriving energy or a1 neiglhboring

mode instead of the energy cirried by its own mode. Since it is obvious that lte

mnodal beamiforiner responds to this energy, one can readily :11n1ieipaitv severe

(distortions i the modal decomposition if the effective array tilt angle becomie, too

lnar ge.

it is of interest to consider the effect of higher order shape termNi from a

similar viewp~oint. Whereas thle linear tilt termn tends to redirect lte equiivailent

planle wave lbe.1n11, thle presence of higher order shapet. term% causes (decreasinig

amounts of mis-steering in the beami format ion and1 increasing amlouints or ieatii

defocusing. TIhus, the linear tilt approximation is p~robabIlly bettIer suit ed to thle

a rr'I shape modeling p~rob~lem than expected. since it retains thle port ion or lilte

actual array sha~pe that miost significaint ly :iffeets modal (lecomjposit ion.
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6.3 Examples of the Array Tilt Sensitivity in the Processing

To highlight the sensitivity of modal beamforming to the wsumed tilt angle,

several synthetic data sets have been created and processed with the multiple beam

least squares algorithm described in Chapter 5. The synthesized sound fields

examined are similar to those used in the previous chapter, since each signil field

has been generated by cohcrently summing contributions from the odd noxle

between mode I and mode 15. Each mode has been assigned a unit smplitude and

a random initial phae. Unlike the synthetic data pre.4ented in Chapter 5, though.

the signals analyzed here have been created with consltant. unnmoulamed nmodal

amplitudes. The array has been assumed to be precisely vertical for the full inglh

of each -synthetic signal. The multiple beam least sluares algorithm ,sedl to

accomplish the beamrorming is identical in all respeets to that employed in he

0 )revious chapler. The window length and proct-.,ing interval selections arek tilt-

,sllte.

Figure 6-3 and 6-4 illustrate two different examples of the result, ftr

synlhetic d:a sets at .30 liz, while Figure 64 provides a s;imilar example ait 47 lIz.

To levelop these figures. the modal implitudes for a ,ingle I)rtwe.',ig windhm or

data1 have been computed at. a series of different as;sumed vertial arrmy tih angle.

'iThe result ant mxdal :umpitde outputs iiave then been I)lotted as a n rofelio. or lse

effective till angle a.sumed in generating them. As in Chapter 5. the vertical axis

represents the mode number to which the amplitude data a)jplit-s. Since the mtxle

number xis really rangt over a discrete set, aethual implitde datm occurs only :t

ite hit, eer mode nitimbers, whtere tlie Il'kek horizonal lies hart, heet drawn. The

t'mloltcrs display the v\ariatim or aiiplitmidts ott Ihe moi-t-tilt pihlte 'r onue

iprli.hir wiidow of di:lit. lvullhs :a re provided rr :ill .t ofr li itn.to,. rmo-le bhh. I

the vrli.al :rray at 30 lIz aid for tilie 7 modes that t.:jil I)b di.,ktii. hi.,,led ;11 17 lIz.



The horizontal axis indicates the effective tilt angle mumed in the bltmforming.

Thus, the vertical column of data at 0' indicates the true distribution of energy in
the mode set (since the synthettie field is generated for a truly vertical srray). On

the other hand, the column of data at I ' indicates the modal distribution generated

by the beimformer if I of mi.match is present between the actual tilt iand the tilt

xqsumed by the beirformer.

All ihree plots vividly illustrate the variation in ndAl weanifornr olltpit.s

that can occur when even .lightly different vertical .rray tilts are an.,,nmd. As

expected, the 0' outputs accurately reflect the actusal niilal distributioI I)reveit it

the synihetic field. It, is easy to bserve the expected alternating :irraitnngenw or

deep nulls (at even modes) and strong -0,.tks (3.t odd hiodes) it thi. tilt. .lthough

one is unlikely to encounter the full range or assumed tilt angI.s (.+:o ) ill prarlit.

it is not unreasonable to expect excursions of as much as 15 . The large vazrit iols

or the modal amplitude estimates even within this smaller range of tilts show that

knowledge of the :actual tilt angle is necessary for valid modal decoiilposition.

The synthetic data sets used to generate Figure 6-3 and t-i differ ii only one-

resl)tc, th:t lieing tihe initial )hpse relationships n."imied betwevi the vario is

modes making up the signal field. l3oth figures are included to demon.tr:te that

the i):j lern of pe:ks and nulls generated is highly dependet tilt ihese phis:e

reluinhips. A romipari-son between either or these figures and Figure -1 shows

that, as ,ifit be expected, the proce,sing becomes more sensitive to tilt angle :at

higher frequencies. Amplitude estim:lts ror highei'r modes also exhibit g .:Iter

sensitivity thin t hose for lower mode, at tile san rri'jii',iev. ir ont. wi.,hit's to

assure re:sonai:ble :arcir: wv i first mode :Impliotide eslimat, s. it :ppe:rs th:at tile

:arr:Ia" tilt lutist )e kiown it) rotghl" til' (:nearest I .':,t imat,-i :it higher Indt,,

reqire itvihi more precis- tilt (hal:1 to i' v:lid.
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6.4 The Array Tilt Accuracy Required for Valid Modal Estimates

Given the sensitivity of the vertical array processing to assumed array tilt.

estimation of the accuracy required in the tilt angle measurement to guarantee, valid

modal decomposition becomes important. One simple approach to this problim is

outlined here. From Figure 6-2, it is obvious that, for a .simple uniform ehannlel. the

modal separation is certainly invalid by the time the array has been ti!ted far

enough to cause one of the pair of equivalent plane wave beams to point in the

direction or a neighboring mode's arriving energy. Adopting a criterion for ':lid

results of one half of this tilt leads to the expresion

4= i

where the second half of equation (6.6) has been used to evaluate e*elh or the

grazing angles. The minimization must be conducted over all modes to he )r)lerly

estimated.

Equation (0.8) is strivtly correct only: for a hard bottom, constant sound speed

chinnel, where the equivalence of the miode to a pair of plane waves is. exact.

Applying it to more general channel.; requires further justifreitio i. Typic:lly. e:ach

mode is equivalent to a full spectrum of plane wave, across vertical wavenutiilwr

s):ate. rather lia.i just the (liscrete pair considered here. This specttt r :ln be

c:lulited by taking the Fourier transform in depth of the mode shape. llowexer.

mode s l:pes often exhibit a sort of characteristic vertical waveumhiber. :s e:an

reawlily be observed by stu(lying Figure,- .I- : d .4-7. In .icli :a case. a the r,.ilhigt

waveitider slp.rumi can be expected to show :I 41:rp p:ik nl,:ir Ilti

characteristic value. It is not unreasoleitl ) approximate ih :i Iwel.rut h% :

pair or d lia rulet bi hs. h i, inip t l d 'ie li:i %i i it Ii an qi ail

I)4alitw ':ive I:ir. Y'alg and Cielis [ SI provide, sevr:al pi:iplt., or In iiotl:, ".ini t ral
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that confirm the presence of these strong waventniber peaks in the central Arctic

mode set.

There remains the issue converting the characteristie vertical wavenumber

value for each mode into a' equivalent grazing angie. This is trivial for a channel

of uniform sound speed, since tt is easy tc define a horizontal reference: any mle

propagating in exactly the horizontal direction must possmms a horizontal p~hase

speed of c,. The choice of a prope- definition for the horizontal reference in a

channOl of arbitrary sound speed profile is much more subtle. Care in this matter is

important, since the form of equation (6.8) makes it. sensitive to the cloiet or of,.

The problen is elten dealt with by making a "relative" conver.,iol: that i.

the difference in grazing5 angle between two modes is computed by arbitrarily

a-signing the role of c. to the mode having the lower horizontal phase Apeed. A

simple numerieal example is enough to demonstrate the flawed nature of such an

approach. A.ssume that the phase speed of the first mode is 1450 m/see at a given

frequency. while that of the second mode is 1.lh,) m/see. Also assumte ti-t lite

reference phase speed associatd with horizontal propagation is 1.10 mi/.(. Thell,

tle actual difference between the equivalent grazing angles of the two mtxh, is

1.U .whereas a volue of .. 8' is given b' the relative eonversiot melhtod. Whik

this level of accuracy may be acceptable for Iproblems to which the rel:,tive

coiversion is typically applied, it is obviously inadequaite for tile present iirpoM.

A definition of co (tle horizontal phase speed :ts.siatel with propa:ation :1 ;i:

gr:azing angle of 0 ) is needed that is" gleoier:l elnogh ) be aipplic:ble to :1 Ch:1i11el

having :it arhitrary sound speed profile. su"chl : (uerfiioo can it. (evlipd b v

i(ttiyin. li rizontn:al propgt:iiion with tie mode havigi lhe sille., hiorizwitlalI

)h:Ist speed. The llo(IL' p)osstssiiig this ])rolrtv is alw:ys t hi OD 1)( lnoit%, i.x. tOwt

lowe.t orler mhode .r thlie desired chlti il wienl hoth rige .urfae :ndl ri-id
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Figure 6-6: Ilorizontal Phase Speed for the DC Mode versus Frequieney

bottom boundary conditions are assumed. It. is named the DC mnole here becaum

the resulting mode shape is constant with depth for a channel of uniform moiinl

speed, and, thus, represents the DC component or the resultant Fourier series. Note

that this definition is consistent with the exaet result derived bove, sin-e the Ihase

sp I of file DC mode for a channel of unirorm :ounld speed is exactly e. 'l'l,'

phase speed of this mode for tfe sound speed profile of Figure 4-1 is plotted vri.

frequency in Figure 6-6.

Table 6:11 has Ieen computed from equation (6.8) and Figure 6-t. It inidicaites

the aiccuracV requlired in the array tilt measureents if v:lid modal :ampit dlt,

.'stitU:ltes :re to he as ured for the modstl resolv:le in til, FR.AM IV vertia:l :rr:ay

d:1t1 :1. It Call be seell 11:1t ae~ra.eie- or bett r Ih:in 0.2 are Often ,iie eid.

Th'l'lese rults :ree well with Ithe tilt :laglll' sen itivitie ohkrved in Iigiur, 6-3
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through 0-5, where significant changes in the modal amplitude estimates et be

observed over tilt changes of much less than I '. The higher tolerance of the Iirt

mode estimate to tilt angle variations that was noted earlier appears to be due to

the greater separation in phase speed between it sld the other modes; this causes, an

equivalent, increase in the tilt angle needed to alias the resultant. amplittude (Stimate.

A similar phenomenon can begin to be seen for the second mode at higher

frequencies. Note that the accuracy requirements generally increase at Ihth higher

frequencies and higher mode numbers. This is in keeping with the ob.trva.ltions

made from Figures 0-3 through 64.

Frquencv I Moe 2+ Modes
1.5.00 1lz 0..5, 0.,10
17.75 liz 0.50* 0..5
20.00 llz 0.01 0.30,
23.50 Ili 0.00 0.25
30.00 Ifz 1.35" 0."
..2 11: 1.60 o.15'

X3 .50 1 t 1.00, 0.15

Frequenev I Mod e 2 Mldes :1+ Mode
•17.00 1Iz 1.80 0. .4 0.10
3.2 ' iz 1.80, 0.50 0.10

55.00 liz 1.80 0.55- 0.10

Frepienev I Mode 2 MIod Ies 3 Moxl. .1+ M.h
71.00 1Iz I.601 0.00 0.20 0.07

Table 6-11: Tilt Angle Accuracy lequirement. for the FIAM IN'
Vertical Array

From T:able 6-11. it can be seen that tie tilt :ae.ur:eit. re.quired to :.,,lre

proper mod:l d(ecom)position or tie receive(l field are .ig.niri.:it l.y sm:ller h:in the

r:tlg~e of tilt :an-les likely to he encounl tered in the fild. 'I'lins. Very :..,eer:,1t :1rr:,V

tilt ,ne:aisrenen ts must be iwide e itiher direelv or indirectly if :m )(li. s nii:il

Ie:,tiformiing experiment is to e condoet ed. 'he I1.\AM IV verti.l :rr:y tilt
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accuracy requirements are probably typical of those found elsewhere, while in other

situations somewhat larger ranges of tilt angle will be encountered. Therefore. it is

reasonable 'to conclude that vertical array tilt monitoring must be considered as lit

important integral element of any reliable modal decomposition scheme.

6.6 The Effect of Tilt on Horizontal Arrays

The sensitivity of the vertical array to array tilt is generated by a confhlu'ee

of factors; these factors tend to work in just the opposite fashion for h)rizontal

arrays, making them relatively insensitive to array tilt, issues. The first order effi-et

of ocean currents on a vertical array is the generation of a till across the fcte or the

array. By comparison, the first. order effect. for a horizontal array is a uniform

offset, of senso acros se the array, which has no influence on array performance for

far field t)eamforming. Some variation of individual sensor offsets is expected. but

this is generally small when compared 'to the mean offset. Such vari:tliosns may

cause s me degradation in horizontal array beamforner performance at higher

frequencies. where exact sensor position information is more critical. thvei the

fluct tioit ions aroundl the mean offset getterate no real array tilt, since they tend it be

randlonly distributed across the array. Finally. beeause a horizontal array is

essentially being operated at, e!dfire when used for modal decompoitilion. the

algorithm itself can be expected to be relatively insensitive to tilt. Ilowever. it

should be realized that it is ex:tctly this endfire operation that. limits the modal

resolution of horizontal arrays in the first pl:ae. it general, then. array tilt dloes. not

:)pear to Ie as significant an issue for the horizontal arrays as it is for vertie:l

a rra ys.



6.6 Recovery of Vertics! Array Tilts from the Acoustic Data

The conclusion that even small amounts of array tilt are important in lte

modal decomposition problem his major consequences for vertical array design. In

a different way, it also is significant for the FRAiUt IV vertical array data to be

analyzed here. Since no field measurements of vertical array tilt. were takei (luring

the experiment, one must devise a scheme to extract the efrective array tilt rrom the

acoustic dlata if further progress is to be made. The present section presents mtwli a

scheme for recovering thie effective tilt angle. Stich an approach is obviously not

ideal.- its ab~ility to provide even approximate results is intimately linked ito) lite

undlerlying quiality or the dfata set. In the present instance. the high signal it) uloiM

ratio developed by the preprocessing (t.vpl *'y 20 to M0 (111) andlte exceptionial

stability of the received signals provide somne hope that some reasonable tilt aiiiIts

estim11tes can be made.

To estimate the effective array tilt fromt lte acoustic data, lte residual error

from the multiple beani least. squares beamformer is evaluated as a funetion of the

tilt angle assumied in lte beaniforming process. Equation (5.7) may be rewritten as-

where tlie dependence on the aissumed tilt angle \ has now been exlhicit ly ini(icatedl.

Additionally, the error in equation (6.0) has been normalized by lte total square

Jpresuire present in thie observed field, P+ P. so) thait it now rep~resenits a frauctioinal

gmo(hIes~ of fit measurement. When Qd\?I?."!(\ is evaltiaited :icross. the range of

physically reausoiiable tilt anigles, a Consisteiit globail Ciiinumtall typicailly be

e'xpectetd. The tilt :111Wlt' t hat generates I16.4 iiiini van dii t t us~ e d ro r the

est iintit' tilt or t array. The underlying aussumpt ion is thiat ilit beau mforiir is



better able to match the observed sound pressure field when using the correct array

tilt angle than when working with any incorrect tilt value.

It is important to review what the procedure just outlined accomplishes from a

processing standpoint. The multiple beam least squares modal beamforliner

computes the set of complex modal amplitudes that. produce the best fit to tiile

observed pressure field for one assumed array tilt. The residual error is a mme:murre

of how well this "best fit." actually matches the observed field. Note tli t lite

residual error is always smaller than the total square error generated by any other

set, of modal amplitu(les at the assumed tilt. angle. If the (l t, is then I)rcr't',,d

using the tilt angle which minimizes the residual error, ile resultiig .. l or

am)litudes is guaranteed to produce a better match to the observed rield tima a,y

other possi)le combination or modal amplitudes and array tilts. Thus. the

minimized error philosophy, which forms the basis for the orightibl beanmforming

algorithm, has been extended further to cover the array tilt angle.

Synthetic data has once more been employed to study the performnance of the

scheme. One such result is displayed in Figure 0-7. lere the normalized res(idu:al

error has been plotted as a function of assumed tilt angle andl time. The noraal alized

error has been plotted on a (1B scale, so that the -10 (1B line mark.; i 00"i fit aid

the -20 (lB line indicates a O% fit, etc. A~s a practical itlatter, the normalized

residual error has been computed as an average value over a two minute window of

(lat:I, rather than instantaneously I.,(, indicated in equation (0.0)). The compul:itioll

has been made once each minute, giving a 5o- overlap factor. This windowing

)rocedure is identical to that carried oilt for synthetic dat a throughout tile th,,is.

The syntlhetie (at a set fromn which Figure 6-7 has been created is simil:nir in

most w: s to t)hose l)resnte(i )reviou sly. For lhe pr, .,nt figure. iodes i . 3. .. anti

7 of the .17 Ilz Imode set have been cohlerentil sinn'tied it) enerale ilt sigmmni riel:
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each mode has been asigned an amplitude of unity. Unlike the synthetic data sets

used in Chapter 5, the modal amplitudes shown here are constant and unmodulated

over time. Rather, in Figure 6-7 it is the effective array tilt that hai been

sinusoidally varied over time. This variation occurs over a range from vertical to
5* and back, and has an oscillation period of 3 hours 110,800 see). Figure 0-7,

therefore, covers the first half cycle of this tilt oscillation.

Figure 6-7 demonstrates the ability of the tilt angle estimation scheme

described above to properly track vertical array tilt over time. The minimum

errors observed are in the -15 dB range, representing a 0T7, fit of the sylhietically

generated data. Note that the minimum error tracks the actual tilt or the array

quite well as it swings away from the vertical and then back.

. Figure -7 is a highly idealized situation, for two reasons: a tilted line array

posse msing no higher order shape components has been assuumed in generating tht

synthetic field; and only the seven modes included in the beamformer have been

injected into the signal. While the effect. of the presence of higher order shape

components on the array tilt estimation process is difficult. to quanltify. the

fundamental issue untderlying it remains the adequacy of the linear tilt model for

array shape, which has already been discussed at some length. Figure -8

demonstrates the effect of having significant amounts or signal energy carried by

modes not. ine!.ided in the beamformer. lere, bot h tie synthetic data and the

processing used are identical to those of Figure 6-7, with the lone exception that

modes ), 11, 13, and 15 have additionally been inserted into the signal riold at unit

'nlwitiih,. The presence of this e.tra energy in inol(dt' excilthd froim tie

haminornuer makes it more diffieult for the algOrithim to attailn a (x)d tnatdh with

tle observed field at any tilt angle. which is re ,ieted by tht iu.rtased miimumi

residual error (8O'1 in Fiiure 6-8 versnus 07(' in Figure 6-7). I al,, wt.iraoI, :i, Iia
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of about 2: in the resulting tilt angle estimate. While both the amount and

direction of the bias are difficult to predict, its cause is not hard to explain. Even

though some energy in the included modes is not accounted for, the bissed tilt angle

generates less residual error than the true tilt because even more of the energy in

the excluded modes is allowed to leak into the result. The amount of the bias is

directly related to the relative proportions of signal energy present in the nxes

included and excluded by the beamformer. The actual minimum error level

achieved can be used as a measure of this effect. Processing that results in

minimum normalized errors of much above -10 dB should be regnrdid with

suspicion.

6.7 Summary

The least. squares modal beamforming algorithm developed in Chapter 5inhas

been shown to be quite sensitive to sensor position errors. particularly when it is

applied to vertical arrays. The effective linear tilt. of the array away from true

vertical nppears to be the component of array shape that contributtes most

significantly to this sensitivity. Two reasons account. account. for the effect. nie

shapes of long, heavy vertical arrays (such as the one deployed during the FRAM IV

Aretie EIxperiment) are composed. in a mean square sense. primarily ofr Io order

com)onents, such as constant translations, linear tilts, and parabolic shapes. 'h,

zera order constant translation term has no effect on the beamforming problem. and

may be completely removed by proper redefinition of the coo(dinate system. The

first order linear tilt tern can be expected to account for the majority or i' tot:il

sensor position error. especially in, strong eurrents whert the -sIffir orr,,ts art.

greate st. 'o dtmionst rate this conecept. a Inod&hl-based, Italiotal shapet, orr.it r d Air

the IlAM IV vertical array Ia. I)eeti analyxed i,ill l,-e,idr, IJ(llynomial. \1-i.
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the physics of the problem support the argument, that the impact of the linear tilt

component of the array shape on the modal decomposition procem is more

significant than that of higher shape components. This is because the array tilt

causes each modal beam to effectively 'point away" from the vertical directiont in

which that mode's enerv' arrives. By contrast., the primary effect of higher order

shape components is only to defocus the modal beams.

The above considerations have lead to the selection of a simple tilted line

model for the true array shape. Such a model is also attractive b"ause it allows

the assumed shape to be completely specified with a single parameter, the effective

array tilt angle. This simplicity holds even when the three-dinensional nalure of

the problem is considered.

The sensitivity of vertical array modal beamforming to array tilt. his been

studied both theoretically and through the use of synthetic data. A simple methodl

has been developed to estimate the accuracy to which one must know the tilt angle

if valid modal decompositions are to be assured. This method impliei~ly arisites

tha a rough equivalence exists between each mode and a corresponding pair or

plane waves. The applicability of the resulting accuray estimates is depeudewi

upon the degree to which this equivalence holds in practice. The equiv lence may

be tested qualitatively by examining the Fourier transform or ealch iode shape: ir

single strong peak exists over some narrow range of vertical waveaumlbers, then a

reasonable equivalence exists. This appears to be the case for the central Ar'ti.

mode set of C'hapter .I. Processing results from sy'llihetic data have been litiliz(el to

actually (lemonstr:te the sensitivity of the processilg to array tilt.

Al)plication of this tilt :cculracy est imllil oll mt(1 it) t he i I I v i.al

array shows t h:at the array tilt must be knowni to aboti ±0.25 to gu :iru nte

ine:iiingfol m odal "parat ion. These results :re in good :retiwnt ith tilt anide
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sensitivities demonstrated by synthetic data. They also correspond well to the tilt

sensitivities observed in real data taken from the vertical array, which are presented

in Section 7.3.

Since no field measurements of vertical array tilt were made during the

FRAI! I\ Experiment, a scheme has been developed to recover tilt values from the

acoustic data itself. This scheme involves evaluation of th, rr;dual beamrorming

error as a function of the tilt angle assumed in the beaniforming computationis. The

reeidual error is a measure of the difference between the the sound pres.ure field

observed at the sensors and the field synthetically generated from the complex

amplitude outputs of the modal beamformer. -s such, it, indientes how well the

outputs of the beamformer match the observed prezsure field. Thus. the tilt that

generates the smallest. residual error is the one which best fits the observations. and

may be amsumed to be the actual vertical array tilt angle.

Through the use of synthetic data, the tilt. angle estimation scheme has been

shown to work well when applied to high SNR signal.. In making this

demonstration, an ideal linear shape has been asumed for the array. The low SNI

situ:ition has not been studied. but it i6 expected that l)errormance would be

severely (degraded under these conditions. The relative amount or sign:il energ)y

carried by modes not included in the multiple beanm least .iqu:Ires :tlgorithin hi:,,

been shown to affect the accuracy of the estimate. When the contribution or these

modes is negligible, the method can be expected to provide aceurale estilnlit-s: :

the contribution becomes more importam, a ias. is injected into tile ii.i:t,.

lemding to p)rogrt-,sively lpo,-t'r perfor:mince. \hiin sigiifi.:iei signl ener y i.

rt'sident in miodes not included in tile he:nformer, higher vlties or tilit normialzed

re.,idu:l error :re :also gener:ted, eve'n at the niimui. This i6 lw(.:2.v tIe

beanif rmier has in.resing dirfiulty in mm:thing tlt hi~i ritld witi jist lhe' ii.he



* *206

avails be to it. Thus, the value of the normalized residual error at the minimum

can be used as a guide to the accuracy of the tilt angle estimate. Fits of much les

than 90% (greater than -10 dB normalized error) should be conidered it be

suspect.



Chapter 7

Data Presentation and Analysis

The purpose of this chapter is to present the results obtained rrom np)lyinx

the procesing techniques outlined in Chapters .5 and 6 to the data .sef des,ribeil in

Chapter 3, based on the modal structure of Chapter 4. In *o doing. a number (or

different hypotheses can be tested. First, the validity of the a.sumed mo1al

structure can be etblished. Second, the resulls of processing the vertical array

dan:a can he compared to those generated from the more traditional horiz.onll arrmy

procesing. providing a quaiittive measure of the vertical array prottes.iIg

performance. These efforts generate confidence in the computed mlode properties

and the processing performance, after which a full analysis of the implications of

both the horizontal and vertical array results can be undertaken.

The proct-ing output includes three different. types of useruI data. The

absolute mode amplitudes are directly available. Their relative size. provide

immediate insight into the nature of low frequency Arctie pro)agat;ionI. and they v.m

be used to compute observed values of the modal attenuation cofficiel,,s.

(omparison or these coefficients with predicted values sheds light on the ehmitl

parameters that. most influence Arctic sound transmission. The time series of Ohe

amplitudes also provide some general indications of the temporal stability of ihe

central Arctic channel.

Mea..rentms of mode coherence provide data or a different type. ad

indicate whether the signal's coml)nient mimodes are I)hase-rad(om or phaist-hoked

with rspect to each other. This data can be used to test tle uicorrelated ,multi-

pat h as.umplion that is widely used in thleo"' ival developments.
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Finally, if the different, mod-s do maintain a deterministic phase relilionihip.

then it i. meaningful to measure the relative pha.4 between various pairs or mhe.,

These relative phase values provide a measure of the range dependence or tlt

channel, since they represent an integration of horizontal phase sp.eed fIcluction.

that the modes have encountered during propagation (see equatio)n (2.30)). Thus. if

the measured values dsi agree with values predicted from the phase speed data or

Figure .1-10, then the channel must. be assumed to show non-negligible variations ill

range; if the agreement. is good, the simpler range independent channel iel will

suffice.

This chapter is organized into five major sections. some conthihuig tnillipt

subsections. Following some preliminary comments, the horizontal array data

processing results are presented and summarized. The section is divided into four

subsections: one deals with azimuthal beamforming and another with vertical

steering. The third summarizes the results across the full d.la set. In the la,'l

subsertion, the predicted fist mode horizontal phase speeds are c)mlpared with

those observed from the horizontal array data. so that the accuracy or tle noal

charaeteristi's computed in Chapter .4 can be ais s sed.

A similar section sunuiarizes the re.sults for the vertical array. Two

subs.t ions discuss the array tilt problem and the tilt angle .Ntimates made withli tll

procedure discussed in Section G.O. The third presents some tyl)ieal inilal

amplitude levels versus time, while the fourth discuses observaitions of ),,sible

array shape changes over time that can be observed in the data.

Followin g this :re three sections (lealintg witl data analysis. The rirst or thi.se

sections investigates the modal amplitude data. One sulbsection pq :ures tlte

horizontal and vertical array resuilts. 'T'he second analyz..; the o)serv',d ( l.islal

is atlitton t l coefficient- versus theoretie:i predictions. anl the ltist sitl)'sec(iion
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contrass both Sets of results with some shot data available for the same channel.

The second section presents and discusses the mode coherence estimates mode. The

final section presents the relative phases observed between various nodes. A

summary of major points completes the chapter.

7.1 General Comments

Before commencing the actual presentation of prort.sing resilts. moeiv gt, lterail

comments concerning the formats used and the procet.ing parameters sehteled are

in order. First, all amplitude levels shown in this chapter are displayed on a d-.ili.l

scale referenced to units of absolute pressure (I 14"a rms); conversion from the

voltage levels measured has been done using the hydrophone sensitivities quoled in

Figure 3-6 and Table 3-111. A logarithmic scale is also used for displaying residual

error data; the values shown are 10 times the logarithm or the normalized residual

error, as defined in Section 6.0. An error level of -10 dl represents a 1017 error. or.

equivalently, a 00% fit. to the observed data, while a level of -20 dB represenkl. .1

Ont( fit. Phase data are presented on a linear scale from -180 to 180 : pIhals-e

wrap is often observed, as only the principal value of the phase is dis)l:yed.

('oherenee measurements are presented in normalized form, so that the values range

from 0.0 to 1.0.

On all plots, amplitudes or residual error values are marked with DB. Mode

numbers (such as mode 1, mode 2, etc.) are denoted by MD, while horizontal )h:ase

speeds (in ni/see) are indicated by PV. DG is used for azimuth :angles on )lots of

horizontal array da ta and for array tilt angles ol plots or vertical array (a:ta. All

:izilnalth altgles are ine:sured with respect to tlie convention (lis.tisse( in Se'tion

3.3: the tilt aniles diIpl.'yed are effective :ilgle mue:sulred ini the vtrti.al pl:ane or

propagaI ti(n (see Sect ion 6.1). Where axes art, itidexed by inide nuItber. it is
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important to remember that data only exists at the integer vYaues: any markings

between these discrete points, such as connecting lines on one-dimen.kional plots or

contours on two-dimensional plots, have no physical significance and are included

only to help in judging relative trends by eye, Where contoured data indexed by

mode have been presented, overlying black lines have been added to the plot to

emphasize its discrete nature. All levels plotted versus mode number are modal

amplitudes. For the horizontal array, levels plotted versus horizontal pIhased

are plane wave amplitudes, and differ from modal amplitude measuremet.s by a

factor equal to the size of the mode shape at, the 01 m depth of the array. The

necessary conversion factors cn be found in Figure 4-8.

Processing windows of 28.8 see (18 points, providing a time-bandwidth

product of 0.7) have been used for estimating the sensor cross-coherence matrices

for horizontal array data. One set of beams is computed every 15 seconds,'

providing roughly a 50% overlap factor. With some noted exceptions, vertical array

data have been processed in 120 sec windows (75 points, giving q. time-bandwidth

product. of 3.0). with a computation interval or 80 see, again giving a -50(- overlap.

The very stable and coherent nature of the Arctic sound channel makes the

difference negligible. No windowing functions (such as lDartlett or Il:anig

winlows) have beetn em)loyed in the proces.ing.

The 17.75 and .17 Ilz frequency d:ta from both the horizontal and vertit-al

arr:ays have been chosen for display throughout the chapter. si(.e they :re

reasonably representlative of the results at other frequellcies. This is (hloe to allow

direct comparison of the v:rious processing results while limiting the eh:pter to :n

:cceptabihle lengiIth. lesults from other fre(u ,ie,.s are )resenIted whe, tle

(lellonst r:ate ui(uiie feattres of itnterest. 'l'he mo tot ilm)portanlt rtilz,, ar('

summani:irized by t:allls or plots ith:t span ih rull r:i,.e ,,rt v:iil:thh. fr,(jhintviv,.
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7.2 Presentation of the Horlontal Array Processing Results

The data taken from the horizontal array have been processed using both the

-tingle beamI MLSI beamformer and the conventional (single beam least .q res)

beamformer. In general, the MIUM algorithm provides much higher res4lution than

the conventional approach, but does not produce reliable quantitative

measurements, because of the presence or coherent interference. Quantitative

amplitude estimates of observed MIIUI peaks have been made by reproe -e inx Il,.'

datal using the conventional beamformer. This technique works hest when .1 ,,trtng

single peak is present, and is considerably less reliable when closely .,pared iittiijplt,

peaks or roughly equal height are present..

7.2.1 Azimuthal Beamformlng

Figure 7-1 displays the output or the single beant .1,1 proMeUr ver, s lime

for the 27 Ilz tone from the horizontal array data set. For an :ssume1d siund ,speed

or 1.150 n/sec. the beanformer successively scans through .3(90 beanis ,cp:ed I

apart ill h)rizontl azimuth angle. Note thait although 3tO beamt pus art' being,

evaluated at each time step. every beam is stiii being coml)ut ed individttally: a

multiple beaui algorithm would compute a n1utnl)er of beamns :ill with :1 silg le ,t 4d

II1:11 rix operations.

For the azimuthal beamriorming done here. the M E. Irocessor is )refera)le to

the conventional be:liformer for two reasons: it provides miuch higher re,olution:

:mod it (does aI significantly beler job of suppjlressing side lobes. Quantitative level

Imeasurellents are not an issue here. In Figure 7-1. the ton: signal is readily

:lp):arent at : aZinllith :ngle or S.A . A low level .idelobte dhal is downl :hlhulmt by

:bout (113 is visible :t 270 . Thi is a back lobe -enerat ed by lie nortli-o,ti h I,,-

or tle :array. ,hieh is essentially bro:adside, to tlil invoiln sigll:l.
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By processing the data with beams spaced 0.1' apmrt, one can ri.4lve the

source azimuth angle to about +0.1 ", an accuracy not, achievable uing a

conventional beamformer. For comparison, the navigation data provide an azimuth

angle estimate of 86.1 * (see Table 3-1). The difference is well within the limits of

accuracy of the array rotation measurements, which were made daily from the sun.

Similar agreement is obtained for other horizontal array tones.

With one exception, the tone Li extremely stable over its full thirty minuite

duration. That exception is the fade that can be seen at the .120 see mark. The

fade appears to be caused by an instananeous shift in the phase of tie received

signal, which in turn causes the signal frequency to walk out of tile filter pa.,band

for a short. time. In many respects, it. is similar to the fade ob.erve( by

Mikhalevsky [571. Neither the azimuthal beamforming outputs nor the vertical

steering results (which are shown in Figure 7-2) display any noticeable difference

between the spatial structure before and after the event. This observation argues

against the assumption that the fade represents a shift in transmission pailh

structure; some type of interruption of tile source seems more likely. Baickgrounid

noise variations can br- seen to occur in the absence of the signal and (luring tile

fade. These are processing artifacts caused by variations in tile amount or white

noise used to stabilize the cross-coherence matrix estimate.

7.2.2 Vertical Beamforming

Figure 7-2 shows the output of the single beam MIAI )roessor versus little for

tile 27 lz tone. Unlike Figure 7-1, however, the I)eam~oriler HWo scanis ill tile

vertical at the previously determined signal azimutth. This is aclomplishlIed by

stei)i)inl tle bc'lil's assum1e( horizontal pihase Sl)twed frotml 1.1()0 l/Se(t I i( I/%ee

ill I il/sc inereneu ts. with the higher plinse speeds v)rre. l)( ot(li(lg I .i-,ger
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equivalent grazing angles in the beams formed. The signal appears to be comlxowd

almost entirely of first mode propagation arriving at about 1480 tn/s e. Such a

result is expected, given the analysis of Section 4.!j. If the attenuation of the

various modes is a.sumed to be equal, the received level of the first mod.' at 01 11

should dominate its neighbors by 27 dB (twie the value plotted in Figure ,I-0).

Figure 7-3 shows the same 7 llz data processed in the vertical at the .ignal

azimuth, but now using the conventional beamformer. By comparing this figure

with Figure 7-2, one can obtain a feel for the resolution gain.- polsible with the

MIUM algorithm when it i6 applied in a carefully controlled fashion. Figure 7-:3 i

i.serul for measuring the the fir't mole's average received signal level (about 111 111.

and its flctuation range (which appears to be no more than' dl1). The complete

saturation of the beamformer ounput..by the first, mode arrival makes estimme.t or

higher mode levels impossible.

in Figures 7-4 and 7-5, the output or the single beam MI.A processor is again

presented versus time. ilere the 17.7. Ilz tone recordedl on the horizontal array has

beet. processed, and the beanformer has been steered in the w, rtieal at thw

ai))ropriate azimuth angle. The plots indicate some or the praetival dirl'elt it.,s

involved in properly assessing channel stability. Figure 7-4 was generated firt.,, by

iiing all '24 hyvdrophones available from the horizontal array ill the

beanforming. In :1n effort to assess the nature of the fluetuation seet about hair

w:Iy into the sign al. the preproeetsed time series data were carefully reviewed ott .'

sensor by sensor basis. Three different sensors (not adjaeent to ont anothter) \%ere

fottnd to exhibit abnoritall high signal levels for short periods neiar tle tit, r" itIa,

distuirbance. 'and have betn eliminated as inptts to the heat:.i oritr ilt tli. r,-til.1

displayed ini Fig re 7-5. The previotts hitett ation ha..s ti w itwen ,t jld.t .

eliminai ed. 'li eatse or tlie fluctuttions oin the three .,t,. r. is It1ii tmiIvrti d.
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However, the signal level variations point more to a mechanical or electrical

phenomenon than an acoustic cause. Such variations have also been olserved in

other data taken from the horizontal array.

The results of Figure 7-5 are similar to those obtained at 27 it, and once

again show dominant first mode propagation. This is in qualitative agreement with

the preliminary analysis done in Section 3.12 for the 17.75 liz tone recorded n il lit

vcrtical array. The widening of the first mode peak in Figure 7-5 ttpareld villi

Figure 7-2 is attributed to the loss of array directionality #t the lower frequlvl.

The final signal displayed from the horizontal arroy daa .set is the 47 IN itne

shown in Figure 7-S. This figure has giin been generaled frrom the outlt or tlht.

,ILt beamformer when steered in phase speed at the sign'l azimuth.. Note she

mirked l ck of a strong first mode arrival, which should appear at ~ pha.se speed or

about 1+10 /se . Instead, the most inten.te arrival occurs neir 1480 nII/me. anld

ean be as.ointed with the deepest diving RRIt rays of the TIHI.*TIN/II\I

ch.'nnel (set Figure 4-12). Even this arrival is only mirginally tronger Oit ilose

neen ;t other phase speeds, though. The received levels appeir it indicite a1 r-suh

equiparlition of energy in the various ndes: however. the array lIaks ,,rri.it'n!

resoltion in the vertical to make a definitive slatement about the diIribuliin , r

energy in the higher mnod s. In iny ease.lte stro lg fir.ti mode :rrival seen :at !4mer

frequencies h s now disappeared.

This result agrees closely with the initial :aiysis or the .47 liz tone rrolii the

verlical array (lone in Section 3.12, and is quite remaurkahl when one consider., Ilht

17 ilz lie., :lhost at the peak or the rel:itive :idval:ige eurve ,,hown in 1igitrt. 1-1).

The theory p)redietls th:at the first motle should donuiit:t e it., ,ieihihr,, by :lhnt M4)

(Im ir the :tienii:ti(1 is coist:lit :rros, :ill lidt',. ulhih is i. l diret oj) ,.,ilm iiin toi

tile :n:alysis Cnlpleted both i here :nd ill Section 3.1I2. where it is concltded d:it IlI1-
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variations of the reteived signal with depth zan only be exploined by the prte,,., or

a number of coherently interfering modes. The ,3.2iz ltone front the horizontil

array data set indicates similar low levels for the first mode.

7.2.3 Summary of the Horisontal Array Processing Results

Several important general observations can be made from the prtwie,,.ed

horizontal array data. An extremely stab!e channel lNt be-en ol)- rvid ;t Ma

frequencies in the data set below 70 liz. Fluetua k:n. in btaniiformer t IIt% itsvtr

period. as long as 30 minute4 -rarely exceed I d3. The data a i eir Its be ..,plsarl sl

into two or. pos.tibly. three regime. The data below about .30 lIz -low th e

expected dominant first mode propagation. Despite the trewtendow, raluive

advantage posses.ed by first, mode's coupling to both the suree and the horizontal

arry. the data above 40 lIz show only very weak firt node propagation. In th6,

frequency regime, the I Mp RSR rays of the channel appear to contribute ina:rginilly

more to the total propagation than does any other path. While a strong fir.t nwile

arrival is also seen in the region between ,30 and .10 liz, it is perhap's not -.

dominant as might be expected front the results of Section 4.5. This (re(pielney

region appeirs to be a transition zone between the other two propagation regimes .

The primanry source of this, conclusion 6s the data from 35.25 IlIz signal. which ias

not been disl)la. ed here.

The vertical resolution of the horizontal .trry i,, in:1(l uq e to :llow

sep:aration of the individual etiodes, even when the higher r?..oltin MUilM algorilhfil

is em)loy'd. At frequencies below .10 Iiz, gxIl quanit:tive esthin:lle of the

receiv'el level of the first iuiode c:l be mide Ih(au.,e or itl. rel:tive stireali,

compartu t h) ot her mol: I:i rriv:k: t his ,:aile do uiill:ilnt' I)roblibit, .,tit i:st,, rsr

hdirlaer i(idt-s :t tihuese rrqian(' ie.-;. At rret(inc.ie., a w:ul ,,, 10 IIz. au11 n-l &. Int.dt 1



measuremients aire of qlucitionable accuracy because or the lack or ai (lComitlI1

propagation pith.

The result at 70 liz is a special cast. While an investigation of t4' comuplex

U.ine series output front the preprocessor shows a signal of reasonale ,-trenigfIt to) be

present, neither the NfILNI nor the Weait squares bevimformers produce iceeplal&

outputs. The inability to heamrorm this data effeetively is attributed it) the ,v'ii~or

(Iisplicoet. prolemtI di itsstd in Section .3.7.

7.2.4 Verification of the Modal Structure

The high resolution of lte single bem int eaniformier allows; expterhiital

observat ions or the first. mode horizontald phase speed to be made for Ai11:1l

frequencio- below 40 liz. Theste measurements can then be us,-ed to verify lite miodal

structure derived in Chapter 41. Figure 7-7 summnarizei this dlata. Here, both flth-

computed and lte observed first. mnode phase speeds are plotted as a function of

freqluenlcy. The error bars that are plotted with the experimentally dleterminied

vailues indicatee flit aproxim~ate width or the first. nmde peak seen inlte NIA

procesing outp)ut. With lte exception of (lie *27 liz result, the agreement bet weeni

predict ion aind observation is more tm ha:dequaute. The 27 IN dat a point is

obviouisly out of line Witlhi butl iate computed restlts and thle ot her experimeaint al

data. but tlite cauase or this disagreement is not uiderstood. Since tflie' plamamt ,liveck

are much more sensitive to environmental variations t han tlie mtode shaapes, one vana

conicluide from Figure 7-7 t hat lte resuilts pre'sentedl in Chapter .1 adeqjulaely

dtescribe Ilite acetuial modal structunre at the reeivimag arrays.
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Table 5-1). The other is the estimation of an effective array tilt. angle for each orf

the different signals recorded on the vertical array, the practical details of which are

discussed at some length here.

Three different forms of output have been generated for each signal in the

vertical array data set. One is a plot of the various modal amplitude estimates

versus time for any assumed tilt angle. The second is A plot of the mWdal ampliltide

es imtes at one particular time versus a range of -mslunled tilt angle.s. These two

outputs can be thought, of as being orthogonal cros-seetions of ai three-dille-iottl

amplitude function, the axes representing time, mode number, and array tilt. This

is illustrated in Figure 7-8. The third orthogonal cross-section would typically he a

plot, or the amplitude of one particular mode versus both time and array filt.

Instead, a somewhat more useful output is )resented here to convey informattiot in

the third dimension. That output is the beamformer's residual error versus little

and a:ssumed tilt. angle. This parameter is more appropriate becals e it uay be

considered to represent a projection or an integration of the amplitude dau froit :all

the modes into a single value which can then be plotted on te time-tilt surracv. It

is this integration effect across all the niMes included fn the beanmforner that allows

lhe residutal error plot to provide direct information concerning the tilt or het, arrty

v'ersits I ime.

7.3.1 The Sensitivity of Vertical Array Data to Array Tilt

The sensitivity of ilte modal decompositiot process to vertieal :rrty filt 1,:1.S

been dceiotstrated theoreticlly and Iby simulation in Seti ols 6.2 a 11(I 6.3. Simil:nr

'tu'sit i'ity is exi)eritnce(l whenl dening witIh il I d:it a. ak:is set i1 Iictirt,., 7-01 td

7-10. Figire 7-1) shows a plot of ife th, mol ;tplituide o tip,uts rr,,m it, ;dtt mllipit,

hw,..m lenst sqt:ires beatmrformer plotted versiis :i.su :array tilt,, bt wt, -I0 mind0
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10'. These results are computed from one particular 120 sec window or dala

centered on the 18,710 sec mark in the signal time series (the amplitude and phase

time series of this signal are displayed for the different vertical array hydrophones

in Figures 3-11 and 3-12). The estimated modal amplitude levels for all three

resolvable modes are included on the plot. Even over just the range frot -5 to 5

(the most likely region for the actual effective tilt angle), significant, variations in

the modal amplitude estimates can be found. These variations are as muceh as I dB

for mode I and 10 d3 for mode 3.

Figure 7-10 shows similar results for the 17 liz tone froitile vrlical array

data set: here, a total of seven modes can be res)lved. The 2i minute window of

data used for this figure is centered on the 1704 see point of tile signal time series

(the time series for this signal can be found in Figures 3-0 and 3-10). The pro)le

of tilt angle sensitivity obviously increases at higher frequencies; at any particular

frequency, the estimates of higher order mode amplitudles appear to vary inore with

array tilt than do those of lower modes. Note the deep nulls displayed by ooine of

tile moldes :t selected tilt angles; variations in amplitude of more thant 15 dl1 van be

seen over tilt variations of just I in the .17 liz resull, for exa:mlple. It is apparent

that if one wishes to obtain accurate measurements of the various 1n1d4:l

aml)litI ,ids. then estimates of tile array tilt accurate to about ±0.2.7 must be

available. At lower frequencies and lower mode numbers, this aceurac.y requirement

may be relaxed somewhat. It is also important to observe th:at the sensitivity or

amplitude measurements to assumied array tilt errors is quite (lel)enlent on loloh the

inode being considered and the actual tilt value; a 0.1 change in array tilt is muueh

more significant for some mode number/tilt angle combin)nations than for others.

Figures 7-9 and 7-10 do provide qualitative inform.'ation about t lit various

mo(lal apnlittdes. even wit hout determining the at ual array tilt. This information
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can be extracted through the gross averaging or results over all possible array tilt,.

The 17.75 1-z results indicate a strong first mode arrival relative to the second anl

third mode amplitudes; this is entirely consistent, with previous conclusions for da t

at this frequency made in Sections 3.12 and 7.2. Similarly, the 47 liz outputs of

Figure 7-10 are in agreement with previous observations of a very low level

amplitude for the first mode. This consistency generates confidence in both the

operation of the beamformer and the validity or the observations.

7.3.2 Determination of Vertical Array Tilt Angles

livinlg demonstrated the sensitivity of tile experilntail results it the lilt of

tile vertical array, the next major step in proessing tile dat:a is io make trfiit.ily

accurate estimates of the array tilt at various tines. If in situ measurelneniN of

both the magnitude o1 ihe tilt angle and its direction in azimuth were av:ail:hlt.

0 then they could be employed to resolve the issue directly. Siive no litit

measurements are available for the FRAN! IN' Experiment. the alternative proc'ldurt'

outlined in Section 6.6 is employed here to make anl estimate of tile :rray till rot

each signal in tile vertical array data set. This procedure involves lilnimization, of

the beamforner's residual error over the range of physieally realonable array tilts.

Recall that tlie multiple beailm least, squares tIdlal beamtformer compll)utes tw full set

of cOmu)lex nlodal am )litudes which best fit the observed sound presre field. -iven

one ass umed effective tilt angle. The normalized residluial error is tile )erforln:lc'e

ineasure for this fit. (i.e., a mueasure of how goo( the fit really is). Lveu tlouhli the

residual error is a scal:ir value, it. should be reuembered that its eleulatioi is

affected by the ntumber of modes included in tilt' umulti)le beamui algorithim. fly

selecting tile :asltu ed till anle to miallimize tile residu:il error. tilt' otitlputs

tenerated by tlie be:amrriner tlien forin tit, set of ainl)littidts thi:lt I fit tit,

observed field for any po.sible :rray tilt.
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Indications exist that the array may not neemesrily be completely stationry

over periods of longer than about twenty minutes; the discusions in ,etions 3.12

and 7.3.4 are germane. For the purpoges of determining array tilt, however, any

possible dynamic shifts in array shape over the signal's duration have been ipord.

so that one average value of the array tilt can be computed for the full length or

each signal. This is done primarily for ease in implementing the software nece.-ary

to perform the procesing. A secondary consideration is that the till angle

e.tinmation qeheme appears to Iack the resoltion nccessry to accurately track mitieh

more thin the largest, vatriatio,

Figure 7-11 showsa I nornmalixed residu l error of the multiple lw,.mn

least ,tuires bein'former ott nc-tilt .urfice for the 17.75 IIx dta. Ihre. , in

Figure 7-9. the three modes r 'Ie by the array at 17.75 Ilx have been inclied

in lie multiple beam algorithm. The error values have been copellld it every

O.1, of arrmy tilt in the range from -10* to 10 . The -rray tilt gtnerating lilt

mininiam residual error is -0.15 . Dah taken when ithe ,ign.l wazs off. as %%ell as

lihe d:I t near the it17,100 see ixint (when the airgun was aetive). hive het,n exceld

to ivoid Ibi:ising the time average. The till O:il provides the minium errnr i.

re:son:bly consistent over the length or the signal. and errors i, sniall as -15 dll

(filtinK 07 7 of the dat:i) ire achieved. The hroutl n-nture of t he minitiit pretnt

someti dirrivnilty. while a determiiilti of the lilini ln Iillt :1i be It.(le to ally

desirt-d :ivetri.y, some ltquestion exists as to the physical relevance of th.tt eetilrmey.

From iht nire of Figure 7-11, it appears that the ninilmun tilt :igle i, prob:ibly

kliowit to behi tter Owan :I-1 , hut thit lilte 0.25 :1ctrev dt,+ired h:lws not been

]iniare 7-12 illu.trates :i .iil:ir set (if rt.ilt., for tilt- IT IN1+ t, lt,. The rt,dtial

terror t.(,IIp l t io llw iehilid ,t h lilt-'eut DelllnUl rt,.olv:ihh, :at this iii-Ilitr rr.jt , i..
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No value or array tilt in the expetitd range dots a very good job of rtting the

observed data: even the beat fits acount for les than 73% or the .ignal energy

(equivAlent to a - dB error level). This result is believed to be due to the presnee

of significant amounts of signal enetgy in modes beyond the "Y.n included in the

beamformer. In the horizontal array data of Figure 7-6, suh a distributio of

energy in the higher modes has already been demonstrated: the preliminary anil'-i s

of Section 3.12 supports the tame view. Further, in Setion 0.0. it has bot., shown

that. such a distribution would effectively disrupt, the ability uf the eheillv to

properly estimate array tilOt. Thus. the r"ults or Figure 7-1-2 houhl be, inivrprtted

-s proving that the fir.st even modes forin an inadeqilite nodel ror tmpl.itiin the

structure or the rect'ived field.

The two error plot.s just, presented are typical of those gnera ted by the

rem.ining signAls in the data set. In general, the rteeived fidd. for ..igntl Il)w

frequencies- of about .40 liz are adequately modelel by the moles that canl le

reolved with the FRA.\ IV vertical array: therefore. rea-snoilde estim tn s or array

tilt can be generated rrom the residu:l error at ly.is for these titie=s. Minimin

re sidual errors or ls than -10 dlB ( etter tlan a 047 fit) are typ)ic'ally :w.hieved for

the se Agi a l. The nminimlln can normally Ie determined to ank accuracy or bet cr

than :E1 for thee data sets, but the desired 0.1.5 adiir:'cy l)apenr. unazr'-hievable

wilithi l method. B:used on Table 13-11. the technique probably provides ac:c.urIt e

fir.I mode restilts and p:rtially accurate second mo(le resultls. The reliability or

second aind third imoade aniildittde estlittales Caii be expect( to iinprove .ouiewhi:u:

at lower frequieneies for two rea.,o s: the sensit ivity of lie estilii:ite, It) tilt :ii-le

decre:a s: :ld liet residual error lults for lie,e rriteitit,, tend to porovidli hi I r

arrayv till dalt:i.

11%. vontr:st. :111 of tit' - igiu ils :i bcv to 1 l0 i i fre..liit.n..a ie r.vidh, ro.,v i It , ,imnila:r



to those shown in Figure 7-12, making even a rough estimate of array tilt

impo ible. Additionally, analysis of the 3-.50 liz signal, while producing a

respectable minimum error. generates a double minimum .. veral degrees Apart.

Therefore, no reliable tilt angle estimate can be made for this tone either.

The array tilts meaured by the residual error minimization technique and the

corresponding minimum errors achieved are lite4 in Table 7-1. The best av.ilahle

fit, generally becomes poorer with increasing frequency. The excelent rits achitved

at the low"t end of the frequency spectrum must he at vist partially aitribiwd it

the range depende.nce of the channel, which tond. to stppress propaation i.t( tity

of the mxles that. cannot be resolved by the array at owe, Iower rrt4pivneit-.. Note

that the tilt Angles are reported to the nearest 0.05' only because the bIati forini

algorithm requires an input of infinite precision.

Array Tilt
Minimum Correi.ponding A\viumed in

Frtwitenev Error Arr:iy Tilt Pro',.-inx
15.00 1Ilz -17 do 1.70 1 .0 -

17.7" Ilz -14 (11 -0. 11 -0.15
20.00 1Iz -2 d1 2.0 52.0
23.50 1li , 0 d1 :2.70 2.30
30.00 1i! -11 do .tlAO 2.05
•35.25 llz -12dB .IO5
35.50 llz -0 do
,47.00 liz -A do1
5i3.25 l z -i d1
55.00 liz -5 (Id
71.00 Iz -7 (Il

Table 7-: liesults of the Array' Tilt I.stim:lioi Proc'wedure

As mentioned :above. ( he resid:1 error :im:ly..i'udos i t providth Iw tilt :n.h,

precis ,iy t, glltgh It :i..lr:t ,ly est 1111: l o :ill o1 t in t.uh-, i:it : ri re rv,.ilt I1,, Ilhe

vt.rti.:li rr:y. 'l . tilt ,.'I.iun:wte" i:iv iy he re FineI firther Il. vi'til:niriii, :iti
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averaging the angles estimated from tones broadcast consecutively. Such an elTort

also contributes by providing an independent means for checking the accuracy or

the tilt angle estimation process. A review of Table 3-IV, for example, indikael.

that the I, 20, and 30 Iz signals were all broadcast within one hour of each ,',hr.

It is reasonable to expect that their array tilts should be approximately equal. Th6

is in fact the case, with the lIrgest difference between any pair of the three being

only about i.54, implying an aecuracy or roughly 0.8' in those three tilt anigle

meosuremens. Assuming that the arr2y did not move significantly over tilt, cour.re

of the hour (luring which the three tone were broalca.st. the anraty of thet tilt

e"limate can be improved by averaging the three individual finding,. Tli- yi'ld, a

tilt angle esziimate of about. 2, which is the value that has beeni uised in tit-

subsequent proceing for all three signals.

The IT.T5 fiz data was not taken concurrently with any other signal in the

data set, so there i6 no way of verifying its estimated tilt, angle. The :)5.g; IIx uIati

was taken just after the '.0 Hz signal;: a comparis)n between the array till

estimnates for these two cases is not very favorable, though. since a dirrerene or over

V is 1 0nd. Both residual error plots show minimunm error tilt angles that are

reaso snbly s bt~le over tihe length of fihe signal. It is hardly likely hnt ieth irray

de.monstrated i c.onstant till for the 51 ninute dur;aliot of hl iarlier sxim.l. ill

then moved 4 ili tilt during tile 5 minule J):Ithe betwe -',i aNils before onte nifre

becomin st:tionary for lthe rutll duration of the second signal. It k more reammadth

to s u spect th at lhast one. :ad possibly both, of the estim tes are being l)iaed by

signal i'nergy in the uanresjIblv; )h.l modes. Such an erfe ,t is been detmonstr:attd

with svntllieli. dalt:u in Figiure Ut. The horizot al :rr:ay rehilt.. of ltlt rt,\itmi,

stvt tion imply Il:ul tih 35.25 lIz retsult is prob:ly tilt Itv,, rtli:il or ilit. I "i

es tima:u tes. "''hert ,rr(,. no( tilt iilE., lg .S I(.',I ;...i .,,l ror suh ,i'eqlt'el l rt .v'.,ilig ,r
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this tone. In consideration of the 3i,2.i lit result, however, a small correetkin has

also been made in the tilt anle assumed when processing the 23.5 It datm.

7.3.3 Time Series or the Modal Amplitudes

Figure 7-13 displays the modal amplitudes as a function of time for the three

modes resolvable by the array at 17.75 Hz. These levels were computed assuming a

tilt angle or -0.15', ,s indicated in Table 7-1. The results ,hown here are in

agreement, with the amlplitudes shown in Figure 7-0 for this tilt angle. The

amplitude of the first mode is about 113 (d1 re I IPa: the second mod' amplitude i6

7 dfl below this. The relative amplitudes of the first and second modes this, agree

with predicted values, assuming that both modes are attenuated equally. rhte

amplitude of the third mode when compared with the first two is so uiewhnt rere

problematic. The measured amplitude is .5 di3 lower than that of the second mode.

while a-pproximately equal levels are expected. This error can bl be expl:uinud h:.

referring back to Figure 7-0. At an assumed tilt angl, of -0.15 , the third mode

estimate lies in a region or high sensitivity to tilt angle. so that even 'mall th:11ie-

in tlile asnumed array tilt can greatly alter the Ie:uiformer (tilput. I i',t rt',ult,

sul)port tile earlier conclusion that at these frequeneies. the array tilt is known well

entiough to accurately determine at hlast tile first two ,hdes.

Only about I (13 or fluctuation is seen in% Figure 7-13 for hoth tile rirst :tnd

second mode estimutes over the 55 minute 'luration of tile signal (unt incluling il h

period or tIe airgun blast). These levels are in agreement with tios, seen iit lt-

horizontal array da . he seemiigly large contour variations over time .J ile to

ite f:t ihat only three (l:11:1 points are rel)reet d along liw, v'rtival :i.i,.

Fluc.tuations in the third inode aimplituid' art' only : liitI It':1 rgt'r. iwrh:il,, 2 ,IlL

'rhiu obse'rva.tion provides I strong indiotion thial Ot :rraiy w.i, etminiih.
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stationary for the duration of the signal, since even small amounts of array

movement would generate large fluctuations in the highly sensitive third miwle

estimate.

For the signals with frequencies of 30 liz and below, reasonably reliable array

tilt estimates have been made; hence, reliable time series of the modal ainlitide s

can be obtained. All the time series show a dominant first mode structure. which i,

in general agreement. with the horizontal array resl ts. The rluti:ttion leve,

observed in thi-se time series are also often comparable to the levels seen in the

horizontal array data. In certain instances, more significant fluetuation levels are

observed. The time scales associated with these larger fhuctuations are almuost

always larger than 10 or 20 minutes. Since it. is hypothesized that the eause of thee

variations is vertical array movement, they are taken up in the following section.

Since the array tilt. cannot. be determined for the vertical array signiwi with

freluencies greater than 30 Ilz, valid time series results cannot be generated. The

best. that can be clone is to assign a number of different tilt angles on : )rovisional

basis and then to examine the results, realizing that the absolute modal moplit (dt's

are intaeuirate. but possibly allowing some general conclusions to be dr:awni.

i):rticul:rly about, sign:al fluctuations over time. The modal time series generald

by this i)rocedure slow a pattern simuilar to that %een at lower frequpencies. Soie

sign:als show only very little fluctuation, and when larger variation is observed over

time, it is invari:ably associated with the time scales of longer th:in 10 mintes.

These also are discussed in the following section.

7.3.4 Possible Array Movements Seen In the Vertical Array Data

Sever:|] of the signals 1l)tow 3:0 I li have india:t i n of iof ,ibl, :arr:ay

inovenieit over the duiration of tihe sign:a. ()e sucth exanil11 is tlie 23. 5 I7 te.
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The residual error plot for this signal is presented in Figure 7-14, while Figure 7-15

provides the modal amplitude time series data for the signal for fin assumed array

tilt or 2..0. The amplitude time series show a small (bitt consistent) trend over

time; the first and second mode amplitudes tend to increase slightly, while the third

mode amplitude decreases. This drift is also ce!!,cied by an equivalent trend in the

residual error data, which shows about a I change in the minimum error lilt angle

over the hour duration of the signal. These variations may be due ito ehanges in thl

array tilt over time, or they may be actual fluctuations caused by changes in fill,
acoustic transmission path. Unless actual array tilt measurements are available, Ihe

two effects are fundamentally inseparable. Certainly. the data presented here does

not. preclude either explanation. iowever, the consistency of the residual error

result. over time suggests that at. least. some of the variations observed here are due

to array movement during the signal. It is important to observe that the variation,

under discussion appear to have time scales in the 10 to 20 minute range. and that

there is no evidence of significant. fluctuations possessing significantly shorter time

scales.

Although it, is not possible to obtain accurate modal amplitude results in an

absolute sense for the signals that are above 30 lz in frequency, the .,t..)iliy o r

these signals over time can be assessed in a qualitative faishionl by coliplitllt i eh

modal decomposition for an :larbitrary till angle. For such , sitlation. the outtj)its or

the beamrormer can be expected to be constant over time if no significant temp)ral

fluctuations are present in the sound field. When this is done, maly of the signals

above 30 lIz d,-monst rate a considerable amount of long term variation ini tihe

resultant modal amplitudes. It is even more difficult to assess the meaning. of thliese

long term fluttuations tihan it is for those )reselt in the lower 'req(ini y data. since

i,:min-fil residinl error :a:il.is is not :vailable.



In summarizing the issues or fluctuations and array movement in the n xlal

am)litude time series generated by the vertical array, it can be said that the short

term amplitude fluctuations observed (those with time scales on the order or

minutes) are small, and roughly equivalent in size to those seen in the horizontal

array data. Some longer term fluctuations, of time scales that are greater than I0

or '20 minutes, have been observed in the. vertical array daia. .% definiive

separation of these variation.- into array movement fcrects and Ioi-a ation )ith

fluctuation errects is not ixsible, due to the lack f hldd m:i.areme.,., or vtrt6eal

array till. angle over time. Two observations provide circumstantial evidtnct that

at least the flotuations in the lower frequency data (that at YJ Ill and below) may

be primarily related to array movement. The fir,;t is lie natu re or tilt reid'al

error analyses available for the low frequency datha: thee analy.s,, are coni,.tut

with the array movement explanation. The other is the lak o f any ,iniilar

fluctuations in tle processed outputs of the horizontal array data. which hidieate

that the phenomena are probably array specific. Long term fluctuations in vertival

array mo(lal amplitudes for frequencies greater than 30 liz are similar to thos.e

below :30 l; reliable residial error analyses and comparative horizontal array dala

are lacking for these signals, th ough.

7.4 Modal Amplitude Analysis

The absolute modal amllitude estimates available from lhe beamformers can

be exploited in two ways. The values generated from the vertical array data by

modal l)eahormilg can be comp:ired to those macie with more stad(Iard I)laie wavt

teclIiqles elml)loVe( with tlie horizontal array dIata ini order to qiant itatively veriry

the consisteney or the two metlho(k. 'lhis umust be aev'mn)lilhel with fir,,t tmiode

dat:i. since the horizontal :trra)v (:nlot )rovid(e :ltir:te :imllit tidl esti :ltes rr
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higher order modes. ALso, the comparison of observed leveLs to thoee predicted from

propagation theory provides insight into the unique nature of long range

propagation of low frequeacy sound in the central Arctic. and allows experimental

measurements of modal attenuatik coefficients to be made.

7.4.1 Comparison of First Mode Amplitude Estimates rrom the

Horisontal and Vertical Arrays

Figure 7-16 summarizes the estimates of the first mode anm)littide.. v'er,.u

frequency for both the horizontal and vertical array data sets. When tie two

grou)s of resulls are compared. it. can be seen that the horizontal array v l,-

uniformly exceed the vertieal array levels by about I dl over the I i) -30 IN ran-P..

the region in which both sets or estimates are most. accurate. The lack of a curate

array tilt estimates make the vertical array results outside this range lesI rediable:

0 the values shown for the horizontal array at 47 and i3.015) liz are a so questionable.

since the first mode no longer domniates in these signals. For this reason. tihe d:ta

points at. these frequencies have been connected with a dotted line. The' . d1

difference I)et.ween the two sets of results appears to have two causes. A slight

mismiatcl between horizontal and vertical array hydrophone sensitivities a.ccoti s

for ahott I or 2 (IB of the dirrerenre. The remaining - dIB error is dute t) the

slightly dirferent pro)agation pitlhs over which the two sets or sign:ls were

transmitted. Although the signals in each data set were grouped fairly closely in

time. eight, days elapsed between the last horizontal array data and the first verticl:

array data studied here. Note, however, that the issue is not merely one of range.

as the 'I'i'/i I r:ange for the horizontal array (lnt: (265 kill) was artn,:,lly

slightly larger thian th:at for t.he lower level vertic:l array (:i (21 ki).
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7.4.2 Modal Attenuation Coefficient Measurements

In addition to the data described above, Figure 7-16 also shows two other

types of information. The amplitudes of the first mode estimated from vertieal

array data at. higher frequencies are presented in a diferent fashion than those at

lower frequencies. Since no accurate estimate of array tilt is available at tItlee

frequencie , the range of amplitudes generated by all pos.ible array tilts between

-4* and .1 is displayed instead. The actual markers that are conneeted by the

dotted line indicate the first mode levels for one subjective estimate or the ipllil

array tilt. While this data is much less accurate than lhe lower frequency reitlh.

(ie raliges (it provide v.al)le information about tile getner;al trend of tht autlit til

with frequteney.

Alss presented is the amplitude of the first mode as a function of frequeuey at

a rangi- of 25.1 km for an ideal horizontally stratified channel (i.e., geolitric

spreading with no attenuation nephanisms present). Figure .3-3 has beeIn used as

tile source spectrum in computing these level.,. The difference betweeni this curve

nd the experiuent:al resulls indicats tile attenuation loss for (le first mode :u. :I

function of frequency. It. is obvious that an attenuation mechanisn is at work in

ie sound chanel, and that it gets quite severe at higher frequencies. The

attent:ition is tile cause of tile unexpectedly low first uodte am)lituldes seen above

.10 lIN in the data.

Figures 7-17 and 7-18 summarize similar results for the second and1<1 third

nodes, respectively. Again, tile effect of tile attenuation mllechanism can be seen,

particul:irly at tile higher fretlencies. Note that tile ueasured mod:al am11plittides

for tihe ]hiher ttods display greater scatter than do tlose for tilt' first mode: this is

inldicative of tile increased Sensitivitv to array tilt errors that tile modal

heaiforiiing process exhibits at higher r(ler iodles.



6043o

o Experimental

so" co Kirchhoff

I 0 49

0I

03

0 do

-1043o

Figure 7-1g: Uirst ModeIL A ltIeintioii - LxjperiIIm'It:i antd Predicted



-249-

so do-

0 Experimental
A MSP
o Kirchhoff

50 a

40 4d

.X

.+

IdI

IdI/

: 10 4B 60

o04B--
1 0 20 30 40 50 so 70 80

Frequency (Hz)

-10 de

Figure 7-20: S,,cond .Mlode Attnto:itiotn - Expriniv.t:al :nd Pridieted



o Experimntal
& MSP
0 Kirchhoff

50423

540 49

0
o

*1 I

0

10 d

0 4-I

10 20 T 4 0 6 0 s

Frequency Hz)

-10 dT

Figure 7-21: TIhird Mode~ At teiti oll - E.'pI)rimlP'!I a tInd IPredit ted



O .251-

To characterize the modal attenuation further, Figures 7-10, 7-20. and 7-21

have bein included. In these plots, the actual attenuation experienced by the first,

second, and third modes is displayed as a function of frequency. Vertical array

results at higher frequencies are again plotted as ranges connected by a dotted line.

The data is plotted on a scale of total attenuation at 25.1 km; equivalent attenuation

coefficients can be recovered simply by dividing the dB levels by this range.

Experience [25] suggests that the cause of the attenuatio-n is the rollgih ice

canopy: a comparison of the three plots supports this supposition l)y deiton.,trating

directly that the attenuation mechanism is located in th surface duet. or the central

Arctic profile. Such a conclusion can be reached by noting the relationship between

the onset of severe nctenuation and the mode number. In Figure 7-10, the

experimentally determined attenuation for the first mode is seen to be strongly

increasing, even at the lowest frequencies in the data set. By co;.., ;on, the point

where attenuation becpmes significant is delayed somewhat in frequency for the

second mode (Figure 7-20), and even more for the third mode (Figure 7-21).

Typical frequencies for the onset. or severe attenuation are 30 llz for the second

mvo(e and 50 liz for the third mode. These values correlate well with the

frequencies at which the various modes transition into the surface (duct, as (iscussed

in -Section 4I.5.2. From this, one can conclude that the attenuation mnechanism nu.t

be located in the surfrace duct, making the rough ice surface a prime candidate.

Figures 7-19 through 7-21 also include plots of predicted modal attenuation

versus frequency for two different rough surface scattering theories. Both .ases

assume a rough pressure release boundary at the ice-water interface. nie statistics

of this boundary are assumed to be those given by DiN.'poli and1 Mellen [251. as

dis.u.ssed in Section .1.3. The simpler case is the well known Kir.tl"h rr

approximation, for which ',he attentuation coefficient of the it', imide vani I.
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computed from

o,- -1. (7.1)

Here a is the surface roughness (taken to be 2 m) and c0(O) is the sound speed at the

surface, while 0(0) is the slope of the mode's normalized shape function evaluated at.

the surface and ci is its horizontal phase speed. The other case s the full method of

small perturbations (MSP) solution, as developed by Kuperman and Ingenito (.171.

In this development, the modal attenuation is shown to be
,1 =..(o)

2P
0

where

= *2;f ifo~ \n 1 : t (7.3)
A(Cj) ()f~ FCOO0) Ii

In equation (7.3), MZ) is the two-dimensional spectrum of the rough surface (here

given by equation (.1.1) with an assumed correlation length of 41.8m), and I is " unit

vector in the direction of propagation. The integration is carried out over, .a full

range of vectors " in the horizontal plane. Details of the (crivation.i of both 1ee

results can be found in [.17]. it is important to note that both contain faetor., that

include tlie square of tie slope of the mode shape evaluated at the surfrae. a term

which is not. present in the more familiar plane wave scattering results. and. hence.

often overlooked. These factors reflect the ability of the ice to scatter modes with

their energy concentrated near the surface more strongly than those with their

energy coneentrated at deeper depths.

The attenuation )redictions of bot h models for tle firt three, mi,dne, h' v

Ie'm plotted in Figures 7-10 through 7-21. re.s.t tively. The ageremu et of the
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experimental data with the Kirchhoff approximation is uniformly poor. On the

other hand, the attenuation results predicted by the MSP match the first mode data

quite well, and the second mode data somewhat less exactly. It is possible to

speculate that the poorer second mode fit is caused by the scattering of first mode

energy into the second mode by the ice. In general, any scattered energy

redistributes itself across the modal spectrum. If significant. amounts of motion were

present at the surface, the scattered energy could be expected to be temporally

incoherent when compared with the transmitted signal. For the Arctic. thougih. it

appears reasonable to model the rough surface as being essentially stationary over

time, so that. an scattered energy would still be coherent with tlt- scpcllar

transtission. Mich of the scattered energy is lost into higler order modes thi- do

not. propagate well in the channel; however, a considerable percentage Can ibe

expected to end up in the lower order modes. In fact, the second mode will

normally receive the largest share, since modal coupling is typically stroitge.t

between neighboring modes. In the 30 to 0 lih frequency band, the first ticde

excitation exceeds that of other modes by 15 to 30d1b (see Figure .1-0). Thus. energy

scattered from the first. mode into the second mode may ie ,iguifie:ut %%iin

comp:recd to second mode excitation levels, eveil though the Coupling coefficietlit

itself is negligily sm:ll. Under such circunistanes, the attenuation experienced by

tie second mode would appear to be reduced, as is the ease in Figure 7-20.

The NISP :lso appears to fit the third mode data (Figure 7-21) re:asontably

well. :lthough there are hints of a phenomenon similar to that of the secontd mode

in the 71 liz data point as well. It must be remembered th:at the third imtde dl:1:t is

)ro :)ly only parti:lly resolved at b-st. (file to the inability to testin:t, tilt- :array

tilt :n-le to stlficicnt accurc:y. As miglht he expecte d. the third nmid, datn fip:im

i]s, consisivev thmn tlmse or tl, other two modes.
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7.4.3 Comparison with Shot Data

It is of interest to contrast the horizontal and vertical array data results just

presented with data taken from an impulsive source broadcast over the 'same

channel. This exercise confirms the horizontal array modal received level

measurements directly and the vertical array results indirectly. It also generates

insight into the relationship between the results of two data sets.

Figure 7-22 displays the sonogram of a shot set off at ,300 feet and then

transmitted over the TRISTEN/FRAMI sound channel. The sonogrami is a plot of

received level versus frequency and time, and is generated by computing a sIequence

of very short, length spectral estimates from the time series outlput from a ingle

hydrophone, in this ase. the go m hydrophone from the vertical array. The re.'ults

shown here were generated using a Burg spectral estimation technique to-provide

greater frequency resolution in the 250 msec window length used. A new specral

estimate was completed every 100 msec. The original time series for this shot has

already been presented in Figure 1-2.

The peak marked with a dotted line is the first mode arrival. corresponudii i

the long tail of the signal displayed in Figure 1-2. This can be shown from a

comparison of the measured dispersion characteristic with thai expected of tli rir.-t

mode. Note that. the received level of the first. mode arrival is quite strong and is

reasonably fiat versus frequency up to about .10 lz, after which it. almost completely

disappears. This is exactly the effect that has been demonstrated in the horizontal

array tonal data which, in turn. have been shown to be in quantitative agreeueuit

with the vertical array tonal results in Figure 7-16. In retrospect. tile strong (Iro ) in

the received level of the first mode in both the horizontal array" da:ta :an1(d tOle sltot

data can be seen to be a combination of two effe-t:. ]'lie first mode exhibits one

0at tenuation even at, the lowest frequencies in the ita set,. and this attenuat ion
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increases rapidly at higher frequencies. Below .40 Ili, this attenuation is offtI by

the increase in size of the mode shape at 91 m, which causes both the source and

the receiving hydrophones to couple to the first mode with increasing efTiiency.

The two effects almost cancel themselves, making the first mode received level

appear relatively flat over this frequency range. Above 40 ift the size or the first.

mode sh;, L- at 91 m stops growing with frequency (as is seen in Figures .1-8 and

4-9). The balance between the two effects is lost, and the now severe first mole

attenuation dominates the remaining results, causing the very quick drop in first

mode received level that is seen in the data.

7.6 Mode Coherence Measurements

The results of the previous section indicate that the modal beaiforletr is

performing reasonably well for frequencies of 30 IlIz and below, where reliable array

tilt, estimates, are available. This means that meaningful estimates of the colervit'e

between the various modes can also be made. The results of these eolierincte

measurements for the vertical array signals below .30 Iz are given in Table 7-11.

The window or data extracted from each signal to make the coherence estimiat, is

the longest uninterrupted period available; the lone ex ception to thL.; is the 13.4 Ilz

data, where the processing software limits the number of data points used. Air gun

blasts, such as the one imbedded in the 17.75 liz data, and other anomalies have

beet avoided so that. the results would not be biased by invalid data.

The resultant. coherence estimates are striking because of their uniformly large

valties. For all intents and purposes, these results show that the central Aroti

cliannel can be considered to be a completely deterministic mediumi in time. and

lat all tihe (lifrrent source-reeeiver prop:a:tion p:t hs are vo'npletely phase locked,

The slight variation that does exist bet wev, restilis appears to h, strim.tly :i is.it, of
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(ne z IS M 17.75 20.00 2 30.00

Length of Average (sec) 400 2725 1120 2299 G50

Mode 1-2 Pair 0.99 0.98 0.90 0.99 0.99
Mode 1-3 Pair 0.99 0.93 0.99 0.99 0.99
Mode 1-4 Pair - - 0.08 0.99
Mode 1-5 Pair .... 0.99
Mode 2-3 Pair 0.99 0.93 0.99 0.09 0.99
Mode 2-A Pair - - - 0.98 0.9
Mode 2-5 Pair .... 0.0
Mode 3-A Pair - - 0.07 0.00
Mode 3-5 Pair .... o.09
Mode 5- Pair .... 0.01

Table 7-11: Mode Coherence Estimates for the Vertical Array )atai

SNR. The low levels of coherence in Mil pairings that include the third tocth, at

17.75 liz, for example, can b explained by realizing that the third mode amplittide

is far enough below that of the first mode to allow the background noise level to

exert a small amount of influence in the coherence estimate. Since confidehnce

intervals for coherence estimates very close to unity are also quite tight [131. the

estimates are guaranteed to be quite reliable from a statistical viewpoint.

While true coherence measurements cannot be made for vertical array signals

above ,30 IN, gross averages of observations over many different as.umed array tiltls

are again possible. like the lower frequency results, the modes at. the higher

frequenit also appear to be almost completely coherent. Modes that appear

incoherent for a given tilt angle can normally be explained by an SNI argument.

On the M!'aIge, Some small amount. of coherence degradation can be seens at the

higher freqtelc'ies, ildicating that. upper limits in both fre(uentcy and averaging

lenigth exist, lwyond which the present results are not valid. Typical .olIert,iec,

vaties are a:iout 0.06 for the -7 liz (1:t:a. :ind roughly 0.02 for it- 71 IN7 d:at:la.
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compared to values of 0.90 zeen at lower frequencies. None the less, these cohe'ro-net,

levels are close enough to unity to conclude that the present experiment only covers.

a fraction of the frequency/duration space over which these conclusions are

applicable.

hor scale: 200 sec / tick vert scale: 45 / tick

Mods 1-3 i

Mode 2-3

Figure 7-23: Time Series of the Relative Phases of Various
Mode Pairs for 17.75 Ilz Data

7.6 Relative Phase Measurements for the Vertical Array Data

The high levels of coherence just. demonstrated between the various mode's

indicate that their relative phases should be very stable over time. This is the v:ise,

ns is seen in Figure 7-23. The three time series displaced rel)resent the v:ari:alions or

the rel:tive phases withl lime for the three possible I:iriigrs of the modes re,I ade

at 17.75 l i. As expeted. the relative pli:niss :ire s-een to be extremle ta:ll, over

the fll 55 minte (Ilirat ion of tie signal. The iiodt 1-2 pair is tie most stable.



demonstrating not more than a few degrees or fluctuation over the course or the

signal. The somewhat larger fluctuations in the pairs involving the third nde

reflect the same SNR issue discussed in the Iat section. Since the value of the

mode 1-3 pair is very near to 180*, a large amount of phase wrap is visible.

Table 7-111 gives the experimentally measured relative phases for all posible

pairs of resolvable modes at frequencies below 30 liz. The signal durations used to

compute these values are identical to those used in the coherence estimates.

Assuming a source-receiver range of 25.1 km and a range independent. channel. a

comparison of the phases measured at 17.75 liz with the values expected can be

made. The results are presented in Table 7-IV. The significant differences between

the theoretical and experimental data indicate two things. First,. the calculation of

the expected relative phase is sensitive to inaccuracies in the assumed horizontal

phase speeds of the modal pairs. For example, a I m/se difference in the first

mode phase speed results in about a 40* in the predicted data of Tnble 7-I\'.

Second, the measurement is also quite sensitive to range variations in the channel.

since the total phase represents an integration of all the perturbations encountered

in propagating through the channel. These appear to be non-negligible for ihis

situation. Thus, while the relative phases themselves are quite stable and well

behaved, there is some question as to whether it is possible to predict them

accurately enough to accomplish passive source ranging in this fashion.

7.7 Summary

The horizontal and vertical array tonal dta sets from the FRA.M 'IN' Aretie

Acoustic Ex)erime.,nt that are described in Sections 3.0 and 3.10 have been

I)r)ecese( using the algorithms discussed in Chapter 5. The results for h,,th have

been presented, comipaared. and annlzed in a v:rietv of wavs.
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Frequency (tit) 1500 IM.T V A- 2.0 3.0

Mode 1-2 Pair 171' 102' 120' 48* 135'

Mode 1-3 Pair -153' -168W -22' -5" 174"
Mode 1-4 Pair ... .154 '
Mode 1-5 Pair .... 38'

Mode 2-3 Pair 38' 92' .142' -113' 39'
Mode 2-4 Pair - - - 1588 -500

Mode 2-5 Pair ..... 97'
Mode 3-4 Pair ....- 89' -89"
Mode 3-5 Pair ...- 114"
Mode 4-5 Pair .....- 47'

Table 7-m: Relative Phase Estimates for the \'ertical Array Data

Measured Exected
Mode 1-2 Pair 102' 154'
Mode 1-3 Pair -166' -16"

Mode 2-3 Pair 92' -170'

S Table 7-1Y: Comparison of Measured and Expected Relative ,Ihde
Phases for 17.75 li Data

The horizontal array data have been beamformed in azimuth using the single

beam Mil algorithm in order to ind the correct azimuth angles for the 'i'IlSIcN

source. This proce.sing results in azimuth angle estimates that ire accurate to

about h-0.1 *. The azimuth angles obtained agree completely with les precise

estimates available from the navigation data. The MIAI a)gorithm performs quite

well in this application, producing a much narrower main lobe and significa.ntly

lower side lobe levels than an equivalent conventionol beamformer.

The horizontal array has also been steered in the vertical directioll at the

azinuith :nglt. previously determined to study the mdtAl structure of the reeived

field. This has been :cconplisted by varying tie :a&'smied horizota:ml pha.t S'e'd

with whic'h tlie steering vectr is vionl)uted. The lpromesim g hIas beiin :Ia.clpi,ht1d



twice: once with the single beam MLM algorithm to provide high resolution in phase

speed; and once with the conventional beamformer to recover the correct received

levels. The horizontal array data below 30 lIz exhibit a strong peak at horizontal

phase speeds closely matching those predicted for the first mode. Above 40 Hiz, this

first mode arrival vanishes; instead, a much more evenly distributed At of mni(ai

received levels is observed, possessing a very small peak at phase speeds

corresponding to deep RSR path propagation. This occurs even though analy-,i. of

the modal structure suggests that near 40 liz, the received level or the first otdeh

should dominate those of other modes by as much as 00 dO. The region betwei .30

and 40 lIz might be considered to be a transition region between the two

propagntion regimes. Although a strong first mode arrival is seen in this band. it is

perhaps not as great as might be expicted from studies of the modal structure.

In the *27 liz tone taken from the horizontal array, a strong fade similar to

that seen by Mikhalevsky [571 has been identified. A study of the time stries of this

fade seems to indkte that it is a phase discontinuity which, in turn. causes the

instantaneous frequen.y of the signal to walk out of the puss band of the low pas'i

filter. Analysis in 1oth the' horizontal and the vertical shows no observable

differences between tLe structure of the received fi.d before iid after fihe radld.

suggesting that the caus;e is )robably source related.

Te vertical array data have been proce.ed using the multiple beal i.a.t

squares beaimforining algorithm to produce modal amplitude and pha.s 'k-:intaetes.

Three ,lifferent types of output have been generated for the vertiial arr;iy dat.,t st.

One s a plot of the :.iplitiide estimates for all the re:olval)le in,(les versus tnt. rir

t, t given array tilt auigle. The sevold is :a plt of these same :anijdiiti e.t i.,IIQ%.

nOw (li9Jl:laed at o1.e givei tit.e and across all reasonI:al)le v:tie,.., or array tilt. lht,

third is a plot t)f the reAti:ul error versts time :nd :u..stiniud tilt :angle. Thi.- Ii't



may be considered to be a condensation or integration into a single number or the

all the various modal Amplitude estimates made at one time and one assumed tilt

angle. The three outputs represent different crowssections Along mutually

orthogonal plants of an Amplitude function that depends on mode number, time,

and assumed tilt Angle.

The modal decomposition of real data has been shown to be sen-itive to the

assumed Arrmy tilt in a fashion similar to the demonstrations made with SY11thetie

data in Secition 8.3. This sensitivity is seen to increase at higher frequtencei(s and

higher mode numbers. A tilt angle accuracy on the order of *0.25 * ppeir. to be

needed if one wishes to property fttimate all or the modles re.solvable by the vertival

irray at any of the frequencies of inter"(t. ThLis requirement can be ret'hil

somew~hat for lower frequencies and lower mode numbers.

As shown in Section 8.8, plots of residual error on the time-tilt planie allow

estimation of the actual array tilt from the acoustic data. For the purposes of array

tilt estimation, the residual error plots generated for the verticul array data have

been used to compute one average tilt Angle for the full (Ilition of eaceh signal.

dtespite indications that, thr array may not. be completely stationary over peritxk. of

longer thin ibout 20 aiuinuik.;. Where possible, the tilt angle estimates made by this

p~rocedure have bc'i;. verifiedl by comparing tstimiates from cons~zutivt-ly brote:it

signals. For frequencies of 30 liz and below, it appears tit-it the estimamtion

teelinitit is capalble of generating estimiates to an accuriey of ab~out +.0.7 , wit

so)fliC~1tt better results at (lie very lowest frequencies iht the (l:t:1 so'. This

preeision allows. vuli firs;t umode est imaites anid partially v~alid clt'ond~ miode' e.t ima1e

ito ie mnude: at t lie lowest frrequeneids. third miode ,.tiiuuatte may~u alo be reaumouual%

trust wortih. A\ll tilt angle estiuuit es 1m1ade by t his t eet nique faull ilu'id. lt- ie exiot ell

iiiit or 'j
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The residual error plots for signal frequencies above 30 Ih generally do not

demonstrate the single deep minimum necessary to make accurate array tilt

estimates. Even when estimates are possible, they do not appear to he consistent

over consecutive signals. This problem is attributed to the increa-e at these

frequcncies of the proportion of energy carried by modes that are fundamentally

unresolvable by the array. This effect has been demonstrated in the results of the

horizontal array data. The outputs of vertical array modal decompositions versus

both time and tilt angle, also verify this effect. Above 30 Iz, the first mode

amplitude also appears to be abnormally low when compared to those or higher

moles in the vertical array data.

The temporal stability of all the data examined in this chapter appears iii he

similar to that seen in the preprocessed time series of Settion 3.12. In general, short

term fluctuations for both horizontal and vertical array data are in the I dB range.

Some larger short term variations have ocaseionally been noted on specific sensors

in the horizontal array, but these do not. appear to be coherent over tie full array.

Longer term variations (on the order of about 20 minutes) are seen in elected

vertical array signals. The variations appear to increaise as the frequeney of ile

signal increases. No such long term fluctuations are observed in the horizontal

array data. The lack or actual array tilt. measurements makes the Separ:tion of

channel fluctuation effects from array movement effects impossil)le, but. notlhi g ill

the data precludet the latter from explaining the great najority of tie Ioig term

variait lis seen.

The first mode am)litudt.s. as computed fron the vertical array data. have

been sl owi to he Conist ent With those derived frotm the horizonutal array data over

the range of frequencies (below 30 llz) where accurate esthnintes of eacli cai 1w

ni:nlde. Both the horizontilal and vvrtieal array data indicat e signifi.:u nt 'ltl iviatioll
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of first mode energy. Similar results are seen in the second and third mode

amplitude results taken from the vertical array data. The nature of the attenuation

curves versus frequency for the three modes demonstrates that the source or the

a'tenuation is located in the Arctic surface duct. A good fit to the measured first

mode attenuation can be generated by applying 1,he method ot small pirturbations

to a rough pressure release surface located at th,., ice-water interface, wheret the

statistics used for the rough surface have been determined experimentally from ice

profiles. A simpler approach asing the Kirchhoff approximation yields only a very

poor match to the measured attenuation values. Second and third mode

attennation estimates made with the method of small perturbations Iuatch

experimental data somewhat less perfectly, predicting larger attenuation thal. is

actually obsu.ved at higher frequenicies. This result could possibly 'IndiCte that

modul coupling between the first mode and neighboring modes cannot be ignored.

If this is indeed the case, then the observed '"lity of the received sig~uals requires

the scattered field to be completely cob . with r. :spect to the specular rild.

which, in turn, presumes a rough surface that is eentia,"', stationary over time.

Coherence measurement" for the various mode pairs have been made For

signals with frequencies 30 liz and below, where reliable tilt angle estimates are

available. Average modal coherence over periods of as long as .15 minutus i.,

tyl)ieally 0.09: all tie measurements made exceed a value of 0.93. The few lower

results observed appear to be caused by noise interference. By averaging- reilt

over a number of arbitrarily selected tilt angles, it is possible to get ant ;iid;icatiiOn of

the coherence levels likely to be found at higher frequencies, where actual array tilt

estimates cannot be made. Typical values are 0.86 at .17 lIz and 0.02 at 71 Ilz.

'I'herefore. the various p)ro)agating modes for any sign:al in this data set can Ih e

considered to be completely coherent over the full d(uration of he trasini.,sio.



The large coherence values observed also guarantee that they are highly reliable

estimates. The slightly lower values seen at higher frequencies lead. to the

suppositio, that there is some fr(,quency/duration limit beyond which these

conclusions would no lorger be valid.

The high levels of coherence observed guarantee that estimates of the relative

phase of various mode pairs are meaningful. These relative phase estimates appear

to be extremely stable, exhibiting only very small variations over time. However,

the phases measured do not closely match those that would be expected if the

channel were totally range independent. Thus, while the relative modal phse. are

quite stable, there appears to be some question about the aility to accurately

predict them.

0
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Chapter 8

Summary and Conclusions

This chapter is divided into three sections. The first, summarizes the general

topics covered throughout the thesis, while the second diseuises the major

conclusions, locating them in the larger framework of signal proces-,sing theory and

underwater acoustics propagation theory. A short list. of some ideas for further

work along these lines completes the thesis.

8.1 Summary

The twin issues of modal beamforming ind mode coherence' have beesn

investigated at some length. The prime motivation for studying these tol)ics collies

from a desire to exploit the modal nature of sound propagation in a waveguide more

fully, so that. the source's range and depth may be estimated directly from Sound

field measurements. To this end, two necessary contributions have been made.

First, beamforming techniques that address the waveguide nature of low frequency

sound propiagation in the oceans have been studied extensively and implemented ott

real data. including data taken from a vertical array: this has not been

accomlplished previously. Second. the relative amplitudes and phases of the variouus

modes have been measured and their stability studied through tie use of mod:ll

coherence estiluates. This also is an original contribut ion of this tlwsis.

Sonip of tile practical differences between horizontal and v'rtic~al arrays have

been analyzed. The Iost imp rllt diffe retnce from a sign:al proe'ssiing viewpoint is

the incre:,as('( importance of vertical array sensor displatmn t. Thi. is duti t I it

intr r:sed! size of tl sensor disp)l:cemenlts. which is .au.std Ivy libt' gr'eater r'
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vertical arrays; andi to the fact that the displacements occur in an organized pattern

across the face of the array.

A preprocessing scheme involving two stages of quadrature demodulation. FlIt

low pass filtering, and decimation has been implemented to reduce the data sel to a

usable size prior to further processing. This scheme results a. complex output tielie

series for each channel that. is demodulated to within 4-1 mlz of the nominal signal

frequency, filtered in a passl)and of 12.5 mlIlz, and (Iownsampled to a sample

interval of 1.0 sec. The resulting Olt)ut, time series contains al)out 100 inldependent

degrees or freedolm in a typical 55 minute signal.

The modal structure of the sound channel encountetred durin-, tle PIIAM IV

lExperiment, has been st.udied extensively, and I)redictions of the mode shapes and

associated horizontal phase sp(eeds have been made for all frequencies or interest

here. The results have been analyzed both with respect to relative node ushape sizes

at 01 im (the deployment. depth for the TRISTEN source and the FRAM horizontal

array) and with re.pect to horizontal )hase speed varialions as , afunctlol o f

fretuency. The arr:ingenient of the experiment Imake, hot Ih the source and the

horizontal receiving array highly tuned to first node )ro)agation: first mode

excitation typically e.ceeds that of other anodes by more than 15 l). The

var lions of )hase speed with fre(luency allow on1e Io observe tle transition of

modes froau the1 deeper sound speed profile into the strong Aretie strfae (hit . The

effeet of variations in the sound speed I)rofile is shiownI to be sinall compared t, Ihe

effect of the overhead ice canopy for central Arctic surfave duct )ro)agat ion.

Four (ifferent algorithms for comiputing mud:l (ht-coinloitio, or the, oIerved

u01111d field hnve ben dievelopedi t h'ret iva ly. Theme-i rlr algritIm., inc.hih.i igh,'

beain aid mulItiple lw a1 variant, of bu Ii, tht, Iast .quar(,,- and NIlA :al,-,rii lhu,.

The T l :1.,t square , :lu goritlian is shl(in n h) e :t h Irltl h.:tnl i m,(-, lii nta r
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estimitor for the complex modal amplitudes; its single beam variant is exactly the

equivalent of the conventional beamformer. The MNIM algorithm is shown to be a

weighted least mean squares estimator, with the weighting ezsentially being the

inverse or the sensor noise. The performance of all four methods has been

compared.

In general, the multiple beam least squares technique can always be expected

to provide better performance than its single beam counter)art, as lnbg as lt,

beams included together in the multiple beam approach are all differetit enough t

avoid matrix singularity is.sue.s. Problems of this type art, encountered when onie

bgins to deal with modes not. fundamentally resolvable to the array. The modal

resolution of a vertical array may be limited in two ways, by its length and by

inadequate inter-sensor spacing. An overly short array makes it dirfieult to rte4)lve

neighboring modes, while inadequate inter-sensor spacing catses Ny(pi.,-like

alu..ing for modes widely separated in mode numl)er. It has been (lelmlotrated

that, the FRAN, IV vertical array is array length limited for the low rrequeneies of

interest in this theis.

The single bean MIUM algorithum can be exieeled to )rovide reu.,olution

superior to that of any of the other approaches in silualions where the anumplion,,

underlyiug the mtlld(I are' met. The most import :l tf tant or L'M tiii .,, rvtjti i rt,.

that all the enuergy in the various mode.s be complee ly in(dere.a. 'l'e iJrt,, .tl,- 0t,

Whehtrenlt e'nergy in several different beams causes severe distortion. or thet. ,in.,ie,

beam MIUM a;,rithi outit. thouglh. This coh.ierimt i1e.rfrerinve problem ian hIe,

the.oretically eliminated by the use of the nitiltiple bea:m vari:nt of lit, .l[,

:a orithin. but lite )ractic:al ret aliti".s of this apl)ro:ch 1ake, it miatr~ativi'. 'l'im .,.

li' tim n hijile' be':1111 ]t::st sqa t r',s ]Trr e .e.(r has been ]e i o n rr t.i , it It lie, vvrt al

:arrm dat a an: lvzed hire,. t l:ls I)ttl (lh t r:l t i'd thai t lit' sim lh be m MIAI
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algorithm still provides higher resolution than either of the least squares approaches

when properly used with horizontal arrays, even though the coherent interference

problem corrupts the output levels. Therefore, the horizontal array data have been

processed twice, once with the single beam MLM algorithm for resolution and once

with the single beam least squares algorithm for the purpose or quantitative

estimation of the received levels.

The efrect, or vertical array tilt on the modal decomposition proess Iaa., beten

investigated. An examination of the fundamental physics of the I)r(tes suggests

that the modal Ieamformer results are v:,ry sensitive to variations in array tilt over

the range of tilt angles most likely to be encountered with the FRA.M IV verlival

array, which is from -5' to 5 away from vertical. This examination also leads t)

a simple method for estimating such tilt, angle sensitivity. Upon applieat ion tot te

FRANI IV vertical array, it. is found that the tilt, angle miust he known it aibout

4-.125' .in order to properly resolve anything more than the first Itode. This

sensitivity to tilt angle increases at. higher mode numbers and higher frv(iart-eiv,.

Since no tilt angle measurements are available for the FRAM IV E'xperimuent. a

scheme for estlimating tie array tilt from the aeoustie dala has been developed :nd

im)leented il this thesis. The method invwivtov ilt. miniizai.ation of lilt, reidutal

error :associated wit lite moultiple beami least sqiu:ires beamrornin :lgorit hut o \er :1

reasontble r:nige of assund array tilt, angles. This seheme has beun shown vt':iabhe

Oef tracking tihe array in tilt angle by simulaition: its iperformaee is (epetdetnt ulponi

tle total amoutiit of energy )resenit ill tile modes that are ineluded it lie

heaniformer relative to the atiotint I)resntel ill modes not rs .olvable by lite array.

The i ppro:reh is Slbject t ) bias when a h:1ie pereteli tge or te .ig t: ill eter lh:i is

presentt retides i, lunid:inientally muiresolvabhe iuodes.

Two extenslive tonal 1:11a setls t:ken durinig I; RA\I I V \r,.iih' \,.,lki t.
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Experiment have been processed and analyzed in this thesis. One set was recorded

from the hydropbones of the horizontal array available at the FRANM ie camp,

while the other set was recorded from eighteen sensors of the vertical array

deployed at the same camp. The horizontal array data have been analyzd. to

provide experimental amplitude and horizontal phase speed measurements for the

first mode; these, in turn, have been used to successfully test the consistency or the

modal beamformer output, and the validity of the mode structure delermined in

Chapter 4. The vertical array data has been umd to me.sure modal amplitudes and

relative phases for various low order modes, and to make estimates of the teiolral

mtability and coherence of the complex modal ampliudes over tim.. The moIIal

amplitudes measured have been analyzed with respect to the attenuation ohservked.

and measured modal attenuation levels hav'e been compared with predicted Ievel

using both the Kirchhoff approximation and the full method of snmll pert urbaltion.

Good agreement with experimental attenuation resultls has been obtained fromn the

latter method using a simple rough free sjrface model and experimentally derivetd

etimates o! the ice canopy stalLstics. The tability and coherence nvas.rtiewls

have ben used to investigate the nature of the phae. relaltnmhil) ,etw,en v'ri.-is

modes. It his Ieen conclude(l that the eentril .\re.lie sound .,,,.It'l e:n Ibe

considered ito be completely determin istic in t er.s of signal pro l:agation ter

periods of time well in, excetssf one lhour. All propagaIt ing tit~to - :tlpt.r t) be

ph:.at-loked indicating that no inI,.ee(lent, )ha..e-randoil prop:ag:ation pathus exist

in the Arclic for ihe.,e titl.e sales and operating frequencies.



-271-

8.2 Conclulons

The important conclusions of this thesis fall into the same three general

categories into which the contributions discussed in Section 1.4: results pertaining

primarily to the discipline of signal processing- results dealing with the practical use

of vertical arrays; and results affecting the field of underwater acoustics. Each

category is discussed in turn.

8.2.1 SIgnal Proes lng Concllion

The most, important signal processing conclusion is that a mellld for

decompoing the sound field generated by a distant tonal source nnd reeeived at a

vertical array into its component. normal mode, has been proven to be effoctive by

theory, by simulation, and by practical application to real data. This last is

particularly significant, as no previous 'work dealing with narrowbaid i1o1al

beamforming has involved application to actuai dlat taken in the NelI. '111. .. i6

the-A demonstrates the feasibility of estimating na.rowband modxIal anplitdes aInd

phases directly from (ata laken with a vertical array.

A number of conclusion,; have been reached eon'eernit( the rtelalivt.

perform:ance of the rour beamforming algorilhins iivestiglted. primarily aIlon the

lint-. ofr co arisons between the least squa;res alnd MII lppro:ichs :itil bt'tw&'t',i

single beam and mulliple be:ia algorithmns.

The critical issue involved in any compa:irison of mi and least ,qu:irtes

l)eamforming algorit hmns for n:rrowl)lld mxlal al)l)licatlions is the cohierenice of tl i'h

v:riolts modal :mplit tides. Wh:l is definied :is th sigim:il ror Ihe .I1 algorilliii

illst b.e invohert with rt ,espIt (t everythIingi tlw- in, 1lt, iI rid ild. whii.h is

:alitomtla I e:i:ly (l'rilt'(l :a% noise. violait (on or 6ii. rt'quireltlt ha's 1:'tn showni t4

havt' s 'ver' coistlq(ieiells tot NII.r I . 1 rrnranie. pa:rt itilarly %wnhe I ve l , ring
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vectors that represent the various beams of interest approach orthogonality-, such is

the case for the low order modes that are of interest here. If it is desired to usse the

NILNI algorithm when highly coherent signals ane simultaneously present on

different beams, then a multiple beam approach that includes all possible beams

upon which the coherent energy can arrive must be used. Alternatively, it may be

possible to create an effective steering vector from a properly weighted sunt (if the

beams. The former approach is generally infeasible, because the wnmber of beanis;

that must, be included almost always exceeds the number of sensors available. so

that the MUMN inversion becomes singular. In the rare cases when in -Oequate

number of sensors is available, one can still e'xpect to encounter problems with lte

proessing stability of the algorithm. On the other hand, the jlter app'roach

generally requires one either to index the beamfrorming over an unacceptably large

number of parameters (all poosible relative modal amplitudes and jphases4. or to)

somehow solve the modal propagation problem.a priori, such as through litew w tof

normal mode or parabolic equation predictions. :-01hough it is clearly not of 11'e for

the present effort, this final miethod does offer some promise.

It is interesting to note t hat in situnat ion-- where lie MIANI algorit hum has beeng

tramditionaully employed: namiely, for horizontal arrays when high resoltiion is

iteeded. t he efrects of thie coherent interference p~rolIemu are umiimized. IHigher

resoltiliti than t0W of conventional approaches is in fact achieved, at lte e~xpense

or accoracy in the absolute levels computed. This effect hams probabIlly beeni

incorrectly attributed to lte issue of MUMN bias in lthe past. umaking the vohuereut

interferenee plemk'I.

By cotIpa:riS)ih. tlite per'formanlIce or t he leamst squiwre% :m Igril uum,, is nIot Ntesitive

it the issilL or cohaert'nce bet weea Aigaml mid1( Iaoie. ma:1king iti I~I ntii mtrt roi ,bu.

Addit ionai lly. bevai se lthe t ech iqute is linaat:r. it (lot-, not! stirrer frot the 1Wa Iiii mI%-I
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known to plague MLM algorithms. Still, the results of Chapter 5 Indicate that kst

squares approaches provide sipificantly les resolution than MLM techniques when

the latter can be applied.

The major difference between multiple beam algorithms and their single beam

equivalents stepped over the same set of steering vectors is that the multiple beam

processors force the decoupling of the various beams while the single beam variants

do not. Stated another way, each beam included in a multiple beam proessor has

its nulls arranged in such a fahion tW prohibit the leakage of energy detected on the

other beams included in the procesior. Whether or not this null ploe.n,.t

improves performance over that of the equivalent single beam prow-ir -.lpond, fn

two things. First, the way in which the degree of freedom that. each specially placed

null represents is employed in the single beam approach must be cousideced. For

the least squares algorithm, the single beam processo. does not use null placement

to improve the results; thus, the multiple beam least squares processor can be

expected to provide at. least marginally better performance by eliminating the crss-

talk between beams. In the .lIX algorithm. however, the single Iam ix)rw ot.r

deploys the nulls in such a fashion as to minimize the total noiin Iower alowti inito

the beam. Thus, the multiple beam MIAI processor doeouples the included keaiii.

only A the expense of less satisfactory noise rejection performance. If the energy In

the different beams is incoherent, this is always a losing proposition in terms of total

performance, as is shown in Appendix B. On the other ha,, if the energy i6

coherenit acros different beams, then the single benmn MIIM Iroe.s r experiene,

serious (Iiffitiltis due to the coherent interference. and lie multil)le be:l iLI

approach must be used.

The other thing th:at must be consi(lered whn, disr.ssing single hea:im vi'r..-;

multiil)e I) :blmpro:cht.s is the prmx'ssing st:hiti'y issue. Ir t li dirrr',t beaiiis
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that one is trying to decouple with the multiple beam algoithm look too muh

alike, then the decoupling process becomes singlar; the besmrormer mtwl. work so

hard to separate the closely spaced beano that it becomes sensitive to even -*mall

amounts of background noise. The conclusion made here is that the Wue can be

quantified for the least squares algorithm through the use of the singularity

coefficient defined in Section 5.10. Significant procesing stability problems begin t)

occur at singularity coefficient values of roughly 0.4. For modal beamforming with

vertical arrays, the problem arises from the fundamental inability of the array it

resolve higher order modes. Te.-wo causes are pnos ible: insulicient array length. which

cau.s adjacent. tmdes to lt)k too much alike; and insufficient inler-.sen.)r spicing.

which causes Ny'r "' e aliasing between modes widely s )aeed in mod i number.

The FRANI IV v array has been shown to be array length limited for the lou

frequencies of interest here.

The final conclusion of this section deals with the u.cefulne-sk of the reid,l

error as a performance measure for the least, square., algorithm. Sine uhe reidI

error essentially provides a goodnem. of fit neassreniwt. it can. if sed c.arefully. I.w

suce.sfully em)loyed to estimate critical unknown )ar:metters fronst tihe ':5(u5.,it.

(lata. One example is its use in finding the array tilt, a;gle. Its reliability in

aceonl)lis hing such a task is fundamentally rel:ted to the iercent:age of signl:l

energy in the modes resolvable to the vertical array. W\'hen a large prolortion or

the signal energy resides in fundamen illy unresolvasble modes. ihen lite nuelliml o 'n

)e expected to work x)orly, since the implicit signal model is inadequ:ate. Thi.s

errect hi:s hien (iemonstrate(l with re:l dat,:. where reliable .istin:i.tes or :rray lilt

for sinals over .10 I lz cannnot be i:idte.



3.S.2 Coneh eloa Conerwain the Pratcl Un or Vertial Arrapr

Three major conclusions deal with the practical employment. of vertal arrays

in a real ocean environment. The first, which has already been mentkiond. is the

modal resolution issue. The techniques developed in Chapter .5 are more than

adequate for investigating this question for arbitrary vertical arrays, and tan even

be inverted for use in a design role, such a selecting sensor depths to maximize the

singtlarity coefficient.

From the comparisons made in .Setions 3.5. 3.6. and 3.7. it an be conel.letl

that the proper design and implementation of vertical arrays is a much harder

process than the equivalent development of horizontal arrays Variaii on ins

hydrophone senitivity acrotw the array must be very carefully controlled. since

typical applications of vettical arrays depend more heavily on accurate relative

signal levels between different seasorn than do thtse of horizontasl orray. T'-"

greater seopei of vertical arrays significantly increase the effect of ocean current. on

array shape and, therefore, on sensor location, to the point where the not Mt r

displacements can no longer be neglected in the signal pro.essing. This iaereaw.el

importance is due both to larger physical sensor offsetls and to the fact that thse

offsets now occur in an organized pattern across the face of the array.

The resultls of C pter 6 and C'h.pter 7 leave little doubt aloiut the conclu.-ion

that mod:al beaniforming techniques are extremely sensitive to variation. in array

tilt. This sensitivity increases for higher order modes and with higher oper:ating

frequency. The combination or this conclusion with the previous one shows th:t

iniproved ethio(is or either controlling or iem;is iring vertic'al :rrauy shzpe. and

partivi.al:irly Ihe erfeetive til :ingle or the :arr.v. are needed for )roper .xlloilation

or ite iiliqwile cm.:hilities or verticail arr:y. Fromt Section G. I. it (':n Ie con 'ided

that Ilie e'ffP('live :rra" tilt im1st be kiowni t) better Ihlan abo ±0.2 in te



Arctic Ocean if one wishes to aecurately meSue the amplitudes sndphaies of jmt

the lowest order modes in the 0 to 80 Hz frequenty range. A simpl nthod of

predicting the array tilt sensitivity has bee presented there. It is important to nose

that the tesults of Chapter 3 sad Chapter 7 indicate the shortest Sim ssak ror

signiracnt tilt angle variations in the FRAIM IV vertical array are bewen 10 and

20 minutes.

8.2.3 Underwate Acoustics Coelmlona

The results of Chapter 7 paint a fresh and unique pitre of low fre lum'iq

.*und propagation in the central Arctic, from which a number or imlortant

conclusions can be drawn:

The validity of all the other results obtained in this area is depelndent upon

the fundamental conclusion that the modal 4tructure developed in Chapter 4 6 a

reasonably accurate representation of that present during the FR.\.l IV

Experiment. This inference can be readily drawn from Figure 7-7. since, in general,

nodal phaww speeds tend to be much more s.nsitive to channel variations than nle

sh apts.

The next, significant conclusion to b drawn concerns th. importance of the

Arctic surrace duct in sound propagation. even at the hmwsts freueneies. This duet

influences the FRAM IV sound propagation problem in three %ays: by totrolling

the modal distribution of source energy; by controlling the sensitivity of the

horizontal arr:) to the various modes; nd by concentrating large amounts or so)(

energy very near the rough ice canopy. It is obvious that the overwhelming

It:jority of mound energy ge terated by' any' source lIta't d in t- ..urf:. t. duet is

Chanuneled itnto ,ied.,l 11:1t •( v effectively irale.ed in tht: dtut'5. A .imilar eie..ltion:

e is trile for horizotutal ree.ivioi :irr:ays 4:,iployed with inthe n:rract., dulel. Fr tlit-



frequencies of interest here, this means that the first, mode has a tremendous

relative advantage over all other modes; first. mode source excitation is often more

than 11 dB above that for other modes. It is sho interesting and important. to note

the frequencies at which various modes transition into the surface duct. The first

mode crosse" over from the deeper Arctic profile to The surface duct, at about .0 Ili.

the seco.ad mode at about 40 Hi, and the third at rrnaghlF 05 Hz. although they on-'

not, completely trapped in the upper layer unatil frequencies of about 30 Iz. W0 Ili.

and 90 Ili, respectively.

Given the great, relative advantage that, the first mode possrsses compa'red it)

the higher order modes, the observation of only very small amounts of first "lode

energy at frequencies above 40 Ili is extremely important. It highlights the

importance of modal attenuation effects in central Arctic Ocean propagation. In

terms of what is observed from horizontal array dlata, two very dilterent

propagation regimes4 exist. One of these regimes occurs below 10 Ili, where strong

rirst. mode arrivals are observed on the horizontal array. The other regime. above

40 Ili, shows a much more equal partition of energy in the higher order modes. with

the deepest RSR paths being marginally dominant. Comparison with verltal array

results eiplAns this sharp change. At frequencies below .10 llz. tile incerea1se in

ttenuation of tile first miode with frequency is approximately cWCnte~ll. by

increasing source excitation and horizontal array sensitivity. Onily Above 410 llz.

when these effects no longer mask it, does the strong ffeqluency dependence or lte

first modxe attenuation become apparent in the horizontal arrimy (lt. The 410 liz

breaikpit bet ween thle t wo regimes ctin be con~sidlered to be :Iit effect ivO uppeIRr

bound to tilie range of freqItieies t hat p)rop:IgaI o eriititly inl the .\rtt li siirract'

duct. and may Iiuho' be tken as :, ih rreuency* lii f or long, ran ,I n e u lie

5 ~~~svstell eigned (titIblo be em~lloyed ill tle Aret ic environment.
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The modal attenuation measurements made for the first three modes from the

vertical array data verify the dominant role that the rough surface of the ice canopy

plays in Arctic Ocean sound attenuation. The frequency dependence of the

attenuation for the different modes correlates well with the frequencies at which

they transition into the surface duct, suggesting that, it is the ice cover that. provides

the attenuation mechanism. Moreover, the agreement -of the measured modal

attenuation with predictions using the full method of small perturbations and

concurrent experimental estimates of the ice statistics is excellent for a model

consisting solely of a rough free surface at the ice-water interface. This result is at

variance with that of DiNapoli and Mellen [2.51, in which they cannot, reach

adequate agreement between experiment and theory using measured values of the

ice statistics. The reason for the difference in results is not presently understooed.

The Kirchhoff approximation is shown to be poor by comparison in this situation.

The result demonstrates the need for the careful inclusion of surface correlation

effects in rough surface scattering models. Additionally, it is possible to interpret

the second mode attenuation results as indicating that multiple scattering effects,

or, equivalently, modal coupling effects, are significant in the rough surface

scattering problem posed by the ice canopy. Certainly, a great deal more work is

needed to verify this interpretation; if it is correct, however, it, demonstrates a

unique case where the modal coupling is significant even though the coupling

coefficients themselves are negligible. What would make the coupling important in

this case is the great difference in modal excitation levels. Even very low level

scattering from the first mode into the second or third modes may be important

when the original excitation levels of these modes are 20 or 30 (113 smaller than that

of the first mode.

The signal stability observed throughout this investigation has been
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remarkable. Many of the temporal variations observed can be attributed either 1o

background noise effects or to vertical array movement, although assignment of

observed fluctuations to the latter cause cannot be done conclusively. This is due to

the lack of concurrent vertical array tilt measurement.* for the experiment. The

only exceptions to these findings are some signal fades observed only on selected

hydrophones of the arrays used; the cause of these variations is not presently well

understood. The observed stability of the central Arctic sound channel and the

high values of the modal coherence measured strongly support the conclusion that,

for the low frequencies investigated here, the central Arctic channel can be

considered to be completely deterministic in a temporal sense for periods in exets

of one hour. These results agree closely with those of Mikhalevsky [7j, but also

break new ground, since the various propagation paths have now been at least

partially separated for independent inspection. Not only are the relative phases of

the various modes very stable; it appears that the environment causes almost no

phase fluctuations of any kind. Thus, the different propagation paths appear to be

completely coherent, not. so much because they all exhibit the same phase

fluctuations, but more because none of them exhibit any significant plase

fluctuations at. all. This observation has a number of important implications. First.

it means that. any energy scattered due to rough surface effects (particularly from

the ice) remains coherent with respect to the transmitted field. This is why sound

transmissions above 40 Hz, while obviously suffering major amounts of scattering by

the ice, still display such stable phase traces at the different sensors. Second, it.

means that totally unrelated tonal sources can still exhibit very high cross-coherence

in the central Arctic; the primary limiting factor is the ability to mat,.h the different

sources in frequency. This. in turn. makes the use of high reslm tion beaniforming

algorithmis that are subject to coherent interference (such as the MUM. algorih ni)



highly suspect for stationary (non-moving) tonal sources in the central Arctic, unlem

either only a single source is known to be present, or the averaging length is

extended to periods of at least several hours, if not several days. Most importantly,

the observations show that the channel does not destroy the relative phase

information from which target range information might be extracted. Therefore.

target range estimation is feasible with respect to the temporal fluctuations in the

central Arctic. What is not so clear from the results of this investigation is whether

relative phase predictions can be made accurately enough to support such a passive

ranging effort, especially if multiple scattering or modte coupling effects are, in fact.

significant.

In retrospect, it is interesting to apply the insight gained from the Arctic data

presented here back to the open oceans of the world. Clearly, these warmer .waters

do not exhibit. anything near the same stability and coherence as observed in the

central Arctic. Since the most glaring difference between the two environments is

the type of free surface involved, one must at least suspect that the temporal

instabilities more regularly observed in oceanic sound transmission are intimately

related to the time variations in this free surface from wind and wave action.

Certainly, these effects generate the strongest temporal variations in channel. The

Arctic results prove that temporal channel variations are needed to generate

temporal fluctuations in the propagating sound field.

8.3 Some Thoughts on Further Work

Every scientific investigation answers certain questions while raising ot her.

l)reviously unseen, issues. This thesis is certainly (o ex(eption. Blefore c l hid in'g.

then, it is usefiil to discuiss at least a few areas that may prove fruitful fo r further

research.
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From a signal precessing viewpoint, two valqable investigations come to mind

immediately. The first is the issue of coherent interference in the INILM algorithm.

For a situation such as that found in the central Arctic Ocean, no high resolution

beamforming alternative that presently exists could be expected to work well,

because of the coherent nature of the channel. An investigation of how one might

successrully employ high resolution concepts in this type of environment would be of

great interest,, not only for its practical value, but alio because it would )rol)ably

provide a great, deal of insight into how present high resolution algorithms might be

made more reliable. It is this lack of robustness which often inhibits potential u.sers

from employing high resolution teehniques. Additionally, such an investigation

would probably remove much of the mystery surrounding the often misundersti.WA

MLNM bias issue.

A second useful investigation would deal with better methods or inferring

vertical array tilt from a received acoustic field. If a highly aceurate methol of

accomplishing this task can be found (one much more reliable than the technique

used here), it. would provide a rather cheap and simply implemented solution to the

most important problem facing anyone wishing to use vertical arrays for modal

decomposition. By comparison, any other type of solution, such as an il situ

measurement, scheme or a modified deployment method, is likely to he both

cumbersome and expensive. A related effort to this would be an investigation of the

effects of higher order array shape variations on modal beamforming. Although

assumeld negligible here, there is likely to be some frequency/mode number limit

beyond which even the small amounts likely to be encountered in practice are

significant. Such an investigation is fairly straightrorward. and would add

Confidence to tihe belief that the shalpe of a vrlic..i array can bv ade Iiiatly

modeled by a straight line at some angle to thw vort icaI.



The most interestinz effort that could be undertaken in the underwater

acoustics domain to follow the present wurk would be a repeat of this study in an

open ocean situation. Lacking that, two othi: related investigations come to mind.

First, the indications that mode coupling might up, x.oificant. for the rough surface

scattering observed need to be studied more clomely itimately coupled to that

question is the more difficult issue of whether or not relative modal pha.,A can ht,

predicted from the general characteristics of the medium with enough accuracv to

allow the source range to be estimated. Such an investigation would obviously have

to include an assessment of the effects of mode coupling.

Finally, it would be both useful and enjoyable to repeat the exact same

experiment with an adequate array tilt measurement. system in place. The lack or

tilt angle measurements has caused more than a little frustration in this thesis, and

in too many ways the results are still tenative as a result. In particular, it. would be

interesting to know just how effective the array tilt estimation scheme used here is

in practice, since this is probably the greatest remaining unknown affecting the

results presented here.



Appendix A
On the Inclusion of Signal

Components In Generalized Least
Squares Weighting Matrices

Consider a generalized least squares estimation problem with an N X N

Hermitian positive definite weighting matrix W, and an N X M complex steering

matrix 1. The Al X I complex vector A which minimizes the scalar error Q

defined in equation (5.14) is given in equatkn (.5.1., which i repeated for

convenience

AO=(i+ :W )-' i+ :W .E..(., 1)

Here, P is the observed complex pressure vector.

Typically, the desired weighting matrix is the inverse of the .wn-Ar crt -

coherence matrix for the noise. However, it is usually more convenient, to us the

total sensor cross-coherence matrix, including both the .ignal and lois. collipo4ments.

since estimation of this matrix does not require sepnrating the signal from tl. i, w.

Thus, one must. be concerned with the effect or including .ignail components in the

inverse of the weighting matrix. Let W be such a modified weighting matrix. Its

form can be defined by

' -W ' + EB BE , (..2)

where the Al X I complex vector B consists of arbitrary constants. 'he second

term of equation JA.2) represents the inclusion of the siguni cotl)onetis. I'sing tie

identity
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-1 MY+ i-I
(I + (At = - I- + Y )- (AA

it is pouible to Pnerate an expreftiou for W in closed form

W = I +  +  N (.a.4a

The optimal estimator for W is

A (1++ R-', .

Using equation (AA,), it is poible to write
Er _- -M r 7W.0 =) - (AM

which can again be inverttl using ej;iation (A.3) to yieid

( +w- )- -F, EV, + n . ..

SbsItituting e(luiations (A..I) and (A.7) into equation (A.1) yields

A~ 7 =(_ _)-' E+ W P=g.(
A==

It can be seen thlt the least squares estimiator r)(Xucts tie s:mle re'islt for

either or te two weighting matrices. If is taket to e the inverse or ow hiseION,

portion of the sensor coherence niatrix. theti. from equation (A.2), W is the iniverst

oit tie full sensor colherence matrix (including hoth signlal :iad ,oise) for : (oltt ely

(C)hierelit signal It hat is iIIi.orrelated(l with tit noist. Note th iat this is,, IIt1 Iiri, or

tie rt'quirt'mnt'nt for in(eI)il t .igialand nois In It he NlI,.\ .ll )rit lin.

"htab' v resulIt .a easily be generaliztd to the (a,;, f a radotl( u ,igalu: I hal



is lIm than fully coherent. In this situation, the relation between the two weieskiag

matrice is of the form

where . is the 31 X At modal (or signal) croneherente matrix

This isa complete generalization, since for complete signal -oherenee the vetor fl
becomes non-random, and the reult then reverts back to that given in eqwei'ns

D singular value decomposition. the matrix ton 1e written s",

where the X. and , are its eigenvalue and eielnveetors. respectively. The mre

general result is then proven by applying the Approach presented above Al ualw, in

suce,.osk)n. once for each eigenvector in the sum. It i4 important to olNserv . 1h.11

while this generalization relaxes the deterministic signal asumption. it in no) way

alters the requirement. that. the signal and noise be completely uncorrelateil.

O



Appendix B
The Performance Relationship Between Single

Beam and Multiple Beam MLM Algorithms

Consider two related multiple beim MII e"timsoiwt probletm. In the fir-'u

problem..%I mode% (or bems) are included in the beamformer. From elumtin

(5.20). the estimate of the .1 X .1 modal (or beam) ert, .chercnce niari o fr 06.

where is the N X .Istcering matrix :and l. i a *U-4r erm-roherreK ow ri%

or size x x N.

s the wieond problem, ton.ider a muliple .an beamformer havinga 1#0-:11

of .I + I nuole included, and let the lirst .31 of the.se miode be identiral Ito 1114"

front above. The steering matrix for this problem is then N X 31+1. and m. Ie

written Is

where E i.s the N X I sleering vector of the additional mxle. The estimale or the

.%/+I X .11+1 moda.l ero..-coherence matrix is

_zE+
A. ~ ~ h - % XI XN W -

1+I~~~~~ \I+ E+Ek~ +§-N

An e't im:te of t i il ross-elerlw4. l:itrix r.r tli u rigii:l I 1iil)

i:it* b)e l)w:inie(l rron t lie .eemii(I )rohle by ext r:1tliii t i upper lert lahnd

.%1 X 31 sil)ln:trix



~j+[

,,t ms)y then be identified by using the formul* for the invr m, of s partitiiid

Ilermetigt matrix. If

Ahn

then

(B0

- - - I -'*

_B =. J!* -m z'(1L..)

• ti t

C" = t"- Z+ i-1 Z"l.O

From eqttion (B.7),

E.\j , Y + (IB. 10)

(- *. -'- ) -N-.- -M, .-V-N -.\I)}- \1 a "_.- -'_



Equations (B.) and (0.10) can be interpreted to .how that the heanriornmr

containing 11 modes always provides better performance than the one containing

A1 + I modes. Consider a situation where the sensor eross-caherener mitrix

consisti solely of noise with no signal. For these conditions, the two diffterent

estimates or the M X M modal crosi-coherence matrix indicate the auount of no ie

th.at is not rejected in each beamiformer. In particular, the diagonal term.s indirate

the noise power that leaks into the amplitude estimtate or ea'h moe. A vompiriM)n

of equation (0.1) with (0.10) shows that the diagonal terms in the latter are never

less than the diagonal ternis in the former. The odditional contribsitions indiled

in (13.10) Are always pIsitiv. ince the numerator or the fraction is a matri rtritd

by taking an outer product of% vector with itself, while the denomitator is a -ealar

that is also guaranteed to be positive. This last ¢onclusion comes from a

consideration of in equation (0.4). If one mssume" _,. to be pitive definite.

then it follows that S nUSt also be positive definite and, hence, ; 1 m11.'t be

posilive. But, from equation (0.0),
2 (1).I I)

-_-\ I -Z; IN,\!-

v) tihat tie denomlinator (which is identkt'na! to that ill wlali n (B.10)) iu1i'l he

I)Ositive.

More insight. call )e gained by conisiderinig : sit uait ion whtre the selsor 'r'.,-

cohlereniee moatrix is a cOmb)in)atiOni of two cOmpl))lents, olie Colisistlng or Ilnise and

the other ling a signal of :mplituode t. in lite %1+ i inotle. Fronl ilhe viewpoint or

te Iirst .1 iodes. the signal in tihe %1+I "l mole rei)rstell-s :dhit ional nIoise :lg:uist

whic.h the )rocessors must discriminate. For this situalilon. t he ,,lor Cros.%-



coherence mantrix is

After much algebra, it can be shown that

= ~+ -E)'+ (B. 13)

(E-E;E Mf E

while

-(B 1 -1)

Em* so-j +

Note thaLt the result. in equation (B.1I1) is completely indeIpendentfl of the amiplitud~e

of thle MI Il ode, and is ill fact identical in formn to equation (B3.10). This is

ind~icative' of the ract, that. the beamformer containing Mt+ I niodlO5 aidioinalicaIly

generates a nulli inl the direction of the M\+I't mode for the beam patterns of all time

other modles, whether or not. any signal is actually present there. The result inl

equation (13.13), onl the other hand, balances thle amlounit of nloise againlst thle

amlount of 1%I+ 1, mlode signal, opt imnally dleployinmg thie extra null to best

dliscriminate against the combination of the two. Whmen the amp~litudle goes to zero,

the second1 termn iii equation (B3.13) disappears entirely, andl the beaniformer

comp~letely ignores time M1+ 1st nifodl. Conversely, as thie amplitudIe gets larger, the

benimformer increasingly (discriminlat es against thie miode: at very large amplhit udes. it

is foreedl to d)(evot e a full nullm to the niode, and resuilt a pproacelives that of equlatloln

(13. 1-.



-200-

If a multiple beam MLM beamformer containing M modes always produces

better performance than one containing M + 1 modes, then a M - 1 mode

beamformer always performs better than one of M modes. Thus, it is obvious that

a single beam MLM beamformer (which contains only one mode) always provides

better performance than any multiple beam MLM beamformer. However, this

statement must be qualified by the assumptions inherent in the derivation of the

MLM algorithm, particularly the assumption that the signal and noise be

independent of each other. For a single beam MLM beamformer operating in a

sound field consisting of many modes, this assumption is met only if the different

modes are incoherent with respect to each other. If this is not the case, then

coherent interference adversely affects the performance of the single beam

algorithm, a degradation not accounted for in the analysis presented here.

0

0
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